TECHNICKA UNIVERZITA V LIBERCI

www.tul.cz [ ]

ACC JOURNAL
XXV
1/2019

Issue A
Natural Sciences and Technology

-
o @
INTERNATIONALES
HOCHSCHULINSTITUT
ZITTAU

ZENTRALE WISSENSCHAFTLICHE U niwe rSYtEt Eko n om |Czny
EINRICHTUNG DER TU DRESDEN we Wroctawiu

TECHNICKA UNIVERZITA V LIBERCI
HOCHSCHULE ZITTAU/GORLITZ
INTERNATIONALES HOCHSCHULINSTITUT ZITTAU (TU DRESDEN)

UNIWERSYTET EKONOMICZNY WE WROCLAWIU
WYDZIAL EKONOMII, ZARZADZANIA | TURYSTYKI W JELENIEJ GORZE

Indexed in:

INDEX @ COPERNICUS

I NT E RN ATT O N A L



Liberec — Zittau/Gorlitz — Wroctaw/Jelenia Gora

© Technicka univerzita v Liberci 2019
ISSN 1803-9782 (Print)
ISSN 2571-0613 (Online)



ACC JOURNAL je mezinarodni védecky Casopis, jehoz vydavatelem je Technicka univerzita
v Liberci. Na jeho tvorbé se podili ¢tyfi vysoké skoly sdruzené v Akademickém koordina¢nim
stiedisku v Euroregionu Nisa (ACC). Ro¢n¢ vychazeji zpravidla tfi Cisla.

ACC JOURNAL je periodikum publikujici ptivodni recenzované védecké prace, védecké
studie, piispévky ke konferencim a vyzkumnym projektim. Prvni ¢islo obsahuje ptispevky
zamé&iené na oblast piirodnich véd a techniky, druhé ¢islo je zaméfeno na oblast ekonomie,
tieti Cislo pojedndva o tématech ze spolecenskych véd. ACC JOURNAL ma charakter
recenzované¢ho cCasopisu. Jeho vydani navazuje na sbornik ,,Védecka pojednéani®, ktery
vychazel v letech 1995-2008.

ACC JOURNAL is an international scientific journal. It is published by the Technical
University of Liberec. Four universities united in the Academic Coordination Centre in the
Euroregion Nisa participate in its production. There are usually three issues of the journal
annually.

ACC JOURNAL is a periodical publishing original reviewed scientific papers, scientific
studies, papers presented at conferences, and findings of research projects. The first issue
focuses on natural sciences and technology, the second issue deals with the science of
economics, and the third issue contains findings from the area of social sciences. ACC
JOURNAL is a reviewed one. It is building upon the tradition of the “Scientific TreatiSes”
published between 1995 and 2008.

Hlavni recenzenti (major reviewers):

Ing. Darina Jasikova, Ph.D. Technical University of Liberec
Institute for Nanomaterials, Advanced Technology and
Innovation (CxI)
Czech Republic

Ing. Vojtéch Radolf, Ph.D. The Czech Academy of Sciences
Institute of Thermomechanics
Czech Republic






Contents

Research Articles

Sloshing Simulation of a Tank Oscillating Towards Multiple Degrees of Freedom by
PartiCle MEtNOG..........ooiiiice e re e ta e e e e nnes 7
Shigeyuki Hibi; Kazuki Yabushita

The Experimental Study of Diffuser Geometry for Low Pressure Exhaust Casing of
STEAM TUIDINE. ..ttt e b neenreas 17
Robert Kalista; Lukas Kanta; Lev Feldberg

Investigation of Stimulated Bag-Breakup Processes in Laboratory Modeling of Wind-
WAVE INTEFACTION ..ottt bbbttt bbbt 28
Alexander Kandaurov; Daniil Sergeev; Yuliya Troitskaya

Numerical Simulation of Aeroelastic Effects for an Airfoil with Two Degrees of
=T (0] o SRS 39
Marek Paty; Jan Halama

Laser Generated Plasma Followed by Shocks and Increasing Cavitation Bubble

IN A MINIEGIASS TUDE .....ooiiice e e sbe e b 58
Petr Schovanec; Walter Garen; Sandra Koch; Walter Neu; Petra Danc¢ova;
Darina Jasikova; Michal Kotek; Vaclav Kopecky

Application of Mach-Zehnder Interferometers for Isolator Shock Trains.................. 68
Taishi Takeshita; Shinichiro Nakao; Yoshiaki Miyazato
Flow Control around a Circular Cylinder by a Small Rod ..........cccccooiiiiiiiiniiicee, 78
Takayuki Tsutsui
Miscellanea
Efficient Heating and Cooling with Borehole Heat Exchangers...........c.cccccccvivvevvenne. 88

Axel Gerschel; Markus Haack; Prasanth Subramani; Lukas Stockmann;
Thomas Schéfer; Tom Walter; Tino Schiitte; Jorn Krimmling

LLEST OF AUTIOIS ..ottt ettt e e e et e e e e e e eeeeeeeeeeeeenneeennnees 93
GUIdEliNES FOr CONEFIDULOIS ... e e e 94
EITOTTAl BOAI ... .. e e nan 95



Research Articles



ACC JOURNAL 2019, Volume 25, Issue 1 DOI: 10.15240/tul/004/2019-1-001

SLOSHING SIMULATION OF A TANK OSCILLATING TOWARDS MULTIPLE
DEGREES OF FREEDOM BY PARTICLE METHOD

Shigeyuki Hibi'; Kazuki Yabushita
National Defense Academy, Department of Mechanical Systems Engineering,
1-10-20 Hashirimizu, Yokosuka, Kanagawa, 239-8686, Japan
e-mail: *hibiteru@nda.ac.jp

Abstract

The tank sloshing problem is very important at design time in LNG/LPG ships. This problem
causes impulsive loads to ship structures and is often treated as a non-linear one. In order to
estimate these impulsive loads, properly many studies have been carried out through both
experimental and numerical approaches. Impulsive pressure on the wall of a tank induced by
forced multi-degree oscillations is focused in this research. It is shown in the past authors’
experiment that forced multi-degree oscillations cause stronger impulsive pressure as
compared to individual oscillations. Numerical analysis by a particle method based on finite
volume technique is introduced in this study to simulate the above phenomena. The suggested
particle method is shown to be useful for simulating a strong nonlinear phenomenon. The
authors discuss the calculated results of pressure time history with the experimental results.

Keywords
Sloshing; Impulsive load and pressure; Particle method; Finite volume method.

Introduction

Sloshing is a phenomenon in which a liquid surface fluctuates violently when a tank with a
free surface is shaken at a cycle close to the natural period of the tank. Large impulsive loads
may be applied to walls of the tank at this time. In LNG/LPG ships sailing through irregular
waves, large impulsive pressure may be generated on the wall near ceiling area when liquid
cargo collides to walls of a cargo tank. Then it is important to know the fluctuating pressure
caused by sloshing when considering the strength of tank as a structural member in ship
design.

On the other hand, it is known that a ship navigating through waves has a coupled motion of
two degrees of freedom and three degrees of freedom, called longitudinal motion and lateral
motion, respectively. For this reason, the hull will fluctuate with a phase difference in some
axial direction or rotation direction to those axes. As a result, it is possible that larger sloshing
may be caused in tanks inside the ship.

In the previous study [1] an apparatus which can oscillate a tank by force was introduced in
order to investigate impulsive pressure on the wall of the tank. This apparatus can oscillate it
simultaneously towards 3 degrees of freedom (up-down, left-right and rotation) with each
phase differences. Through the experiments it was shown larger impulsive pressure could be
excited under oscillating the tank simultaneously towards multiple degrees of freedom than
under single direction oscillation and the specific phase differences to appear the largest peak
values of pressure was identified.

In this study the authors verified the results of above experiments by numerical simulation.
The authors have developed a particle method [2] with finite volume technique in order to
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stably simulate a fluid phenomenon with strong nonlinearity such as sloshing. At first static
pressure in a tank was verified with the particle method varying the particle number. Next by
comparing the time history of pressure with the experiment result of previous study, the
effectiveness of the proposed particle method was assured.

1 Numerical Analysis Based on Particle Method with Finite Volume Technique

In particle methods, fluid is modeled as a collection of particles and discretized by
considering the interaction between particles without a calculation lattice. Therefore, particle
methods are suitable for intense fluid analysis with strong nonlinearity. Here, we explain the
outline of the particle method proposed by us with finite volume techniques.

The fundamental equations described by a fluid particle coordinates fare represented by the
Navier—Stokes equations and the continuous equation.
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Here v is the speed of particles, p is the pressure of particles, p is the density of fluid, K is

outer forces and v is the kinematic coefficient of viscocity of fluid. From Gauss’s theorem
equations (1) and (2) are transformed into flow equations of integral shape.
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Here n is the normal vector of a particle and V is the volume of a particle.

Eventually, the discretized equations are derived from equations (3) and (4) in the proposed
method.

s 1 ZVj Bov (B - Py Y myas, + K+ 2 = Vi
At N CRCEEL rij i =2 TR & 1y Y (%)
T it
N
Mop P B
}: TASU- - —R~(27rR - 8)
=
i ©)
_ P -1 —1 —1y -1
= A Z](v? -+(v;1 -l )-E;)-n”AS”—U? - 8;
i
Here
= (@)
’J"ij = rj — 7T
rig = /(e — )2+ (g — i)

'f'ij
Tij



A8 = 2aR (L —cos ;)
2

Z (1 —cosby;)

F=Lg#i

U]

N N
s; = Z M A5, 8 = Z ASi

J=1,j%i0 J=1,j#1
K = (0,-9g)
p cos~1 % (rij < V2R)
= sin~! A (VIR < ry)
ij

Subscript i means the particle number of interest and subscript j means the neighboring
particle number of the particle i. Superscript n indicates the time step number.

ri means position vector of the i-th particle. The particles are assumed to be spherical (in 2D
model just round) and the influence of the neighboring particle j to the particle i is carried out
through the micro surface area A S;; expressed by equation (7) according to the concept of the
Finite Volume Method.

R stands for the radius of a particle and satisfies the following equation.
mR* =D’ (8)

D is the average inter-particle distance and is determined by the spatial resolution of the
calculation model. This parameter corresponds to the smoothing length h in the SPH[3].

Considering the efficiency and stability of calculation, it is considered that neighboring
particles far from the so called influence radius r. do not affect. In this study the following
vallue is adopted for the parameter re.

r,=3.1D )

The pressure value of particles at each time step is obtained by implicitely solving the
equation (6) using the PCGS method The velocity value of particles is also obtained from the
equation (5) implicitly using the PCGS method in case of considering viscosity of fluid and
explicitly in case that viscosity is not taken into consideration.

2 Experimental Apparatus and Condition

2.1 Specification of Oscillation Apparatus

The apparatus used in this study can oscillate a tank attached on the bracket harmonically and
simultaneously towards 3 degrees of freedom with each phase differences (See Fig. 1 and
Table 1).

The size of tank is 400, 400, 100 (mm) (Height, Width, Depth). We define the symbols for the
oscillation directions of 3 degrees of freedom as follows in Fig. 2. Heave oscillation (Up —
down) stands for Z and Sway oscillation (Left — right) stands for X and Roll oscillation
(Rotation) stands for 6.

A pressure sensor is attached on the right side of the tank mounted on the apparatus. The
position of the sensor is 40 mm from the bottom. The pressure receiver has round area with
diameter of 8mm.
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Fig. 1: Oscillation apparatus with 3 degrees of freedom

Tab. 1: Specification of the apparatus about oscillation

Direction of oscillation | Maximum amplitude | Minimum period
Heave (Z) (Up-down) +50 mm 1.0 sec.
Sway (X) (Left-right) +50 mm 1.0 sec.
Roll () (rotation) +45 deg. 1.0 sec.
2.2 Selection of Phase Differences during Simultaneous Oscillation towards

2 Degrees of Freedom

In previous study [1] we chose 3 pairs of 2 degrees of freedom from 3 ones. Those will be
subscribed as follows (6 —X, 8 —Z, X—Z). The oscillation period is uniformly 1.08 sec. which
is close to the natural period of the tank in case of the water depth is 60 mm (fixed). The
oscillation amplitudes are 15 mm for X and Z and 20 degrees for 6.

We measured time histories of pressure on the wall of the tank repeatedly while changing the
phase difference from O degree to 360 degrees. We identified the phase difference which
cause the largest peak value of pressure for each oscillation pair (6 —X, 0 —Z, X—Z ). The
results are shown in Table 2.

Tab. 2: Phase difference which cause the largest peak value

Oscillation pair | Phase difference
0 —X 15 degrees
0—-7 335 degrees
X-Z 220 degrees




3 Numerical Simulation and Discussion

3.1 Comparison of Calculation Accuracy of the Particle Method with Static
Pressure

At first we confirm accuracy of the proposed particle method by static pressure. In Fig. 2 a
tank model used in the above experiment is shown. Water depth is 60mm as in the
experiment. The total particle number is 3,700. The average inter-particle distance D is 38
mm. We define this model of spatial resolution as the base model and name it X1 model. In
addition to this model we prepare 3 additional models named X, (1,500 particles), X2
(10,500 particles), X4 (33,700 particles) model of which D is half, double and 4 times each
other.

Numerical simulation was carried out with the time step of 0.0001 sec. in all cases. Fig. 3
shows the time history of static pressure at the bottom of tank. In all calculation models we
can see some fluctuations for the first few seconds in simulation time and after that the
pressure values become fairly stable. These fluctuations of pressure occur when relative
position of particles turns more stable and closer from the initial particle arrangement in a
tetragonal lattice.

0.4

0.2

B

s R R R R R R R R R R R R

| . 1 . ] .
0 0.2 0.4
Fig. 2: Initial particle arrangement for static pressure

Table 2 shows Comparison of static pressure with the theoretical value. It can be seen that the
calculation accuracy is improved according to the spatial resolution.

Tab. 3: Comparison of static pressure with the theoretical value

Simulation result (Pa) | Error (%)
X1 616 3.36
X2 610 2.35
X4 607 1.85
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Fig. 3: Time history of static pressure at the bottom of tank

3.2 Numerical Simulation of Forced Oscillation towards 2 Degrees of Freedom

Numerical simulation was carried out under the same conditions as experiment obtained in
Section 3.2. Fig. 4 (a) to Fig. 4 (d) show comparison of the experiment and simulation results
for time history of pressure value at the position where the pressure sensor is attached. The
experimental values are results obtained through a 100Hz low-pass filter and the accuracy of
those results are evaluated by a FFT analysis and statistical approaches in the previous
paper [1].

From these results, it can be seen that the numerical results have good agreement with the
experiment for each models where pressure peaks are observed. But at the time when the
pressure sensor is exposed by forced oscillation as shown in Fig. 6 (a) and (b), the pressure
values by numerical simulation are 0 in any models, whereas the experiment results show
significant values which is not 0. The reason for this is due to viscosity and surface tension in
actual water. Even if the pressure sensor is exposed, actually some water is traveling on the
wall surface or some water remains on the sensor because of surface tension. However the
current proposed particle method does not consider these effects.
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Fig. 4 (a): Time history about 8 —X
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Although the peak period and peak value shown in Figures are almost reproduced, the
simulation results show that the pressure values are evaluated to a smaller value as compared
with the experimental values in all models. One reason for this is that relatively low peak
values are considered to be difficult to stand due to numerical viscosity. Another reason is
believed to be due to the relation between the area of the pressure sensor and the special
resolution in the simulation. While the diameter of the pressure sensor is 8 mm, the average
inter-particle distance D is 38 mm in the X1 model and 19 mm in the X2 model. Further study

will be needed for this problem.
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Fig. 5 (b): Moment of exposure of the

Fig. 5 (a): Moment of exposure of the pressure sensor about X—Z
pressure sensor about 6 —X oscillation.
oscillation.
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In Fig. 4 (d) the numerical result added for the X1/2 model about 8 —X is shown. Evenif the
number of particles is just 1,500, it is observed that the accuracy of the analysis is similar.
This shows the superiority of the proposed particle method.

Fig. 6 (a) to Fig. 6 (c) show comparison of the experiment and simulation results considering
fluid viscorsity for time history of pressure value at the position where the pressure sensor is
attached.

From these results, it can be seen that there certainly is a tendency that the pressure
fluctuation becomes looser, such as peak values but even in the case of considering the
influence of the fluid viscosity, there is no big change in the overall pressure fluctuation. This
implies that influence of the fluid viscorsity is limited in the simulation of intense flows like
this study’s experiment even though explicitly taking into consideration and the surface
tension and wettability by that may be much more .important for pressure fluctuation.

Conclusion

In this study the authors carried out numerical simulation of forced oscillation towards
2 degrees of freedom and compared with the previous experimental results. Some
considerations were found about it as below.

e Effectiveness of the proposed particle method is shown through the numerical simulation
of intense sloshing phenomena.

e In addition to the shape of the pressure sensor, the viscosity of water and the surface
tension on the wall of tank are considered to be related to the pressure fluctuation.
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SIMULACE SPLOUCHAN{ NADRZE OSCILUJICI K VICE STUPNUM VOLNOSTI METODOU
CASTIC

Problém narazu nadrze je velmi dilezity ve fazi navrhovani lodi LNG / LPG. Tento problém
zpisobuje impulzni zatizeni lodnich struktur a Casto je povazovan za nelinearni. Za Gcelem
spravného odhadu téchto impulsnich zatizeni bylo provedeno mnoho studii jak pomoci
experimentalnich, tak i numerickych pfistupti. Tento vyzkum se soustted’uje na impulsni tlak
na sténu nadrze vyvolany nucenymi vicestupiiovymi oscilacemi. V pfedchozim experimentu
se ukazalo, ze nucené vicestupiiové oscilace zplisobuji siln€jsi impulzivni tlak ve srovnani
s jednotlivymi oscilacemi. V této studii je popsdna numerickd analyza metodou Ccastic
zalozend na technice koneénych objemii pro simulaci vySe uvedenych jevi. Navrhovana
metoda ¢astic se zda byt uzitecnd pro simulaci silného nelinearniho jevu. Autofi srovnavaji
vypoctené vysledky Casové historie tlaku s experimentalnimi vysledky.

SIMULATION DES PLATSCHERNS DES TANKS ZU EINER MEHRSTUFIGEN
SCHWINGUNG DES SPIELRAUMS MIT DER TEILCHENMETHODE

Das Problem des Ansto3es des Tanks ist in der Phase des Entwurfs von LNG/ LPG-Schiffen
sehr wichtig. Dieses Problem verursacht eine impulsartige Belastung der Schiffsstruktur und
wird oft als nichtlinear betrachtet. Zum Zweck der richtigen Schétzung dieser impulsartigen
Belastungen wurden viele Studien sowohl mit Hilfe von experimentellen als auch
numerischen Ansdtzen durchgefiihrt. Diese Untersuchung konzentriert sich auf den
Impulsdruck an der Wand des Tanks, welcher durch erzwungene mehrstufige Schwingungen
hervorgerufen wurde. Im vorangegangenen Experiment hat sich gezeigt, dass erzwungene
mehrstufige Schwingungen einen stirkeren Impulsdruck im Vergleich mit den einzelnen
Schwingungen erzeugen. In dieser Studie wird die numerische Analyse der Teilchenmethode
beschrieben, welche auf der Technik der endlichen Inhalte fir die Simulation der oben
angefiihrten Erscheinungen basiert. Die vorgeschlagene Teilchenmethode scheint fiir die
Simulation einer nichtlinearen Erscheinung niitzlich. Die Autoren vergleichen die berechneten
Ergebnisse der zeitlichen Historie des Drucks mit den experimentellen Ergebnissen.

SYMULACJA CHLUPANIA ZBIORNIKA OSCYLUJACA DO KILKU STOPNI SWOBODY
METODA CZASTEK

Zagadnienie uderzenia zbiornika jest bardzo wazne na etapie projektowania statkow na
LNG/LPG. Problem ten powoduje impulsowe obcigzenie struktury statku i czgsto uwazany
jest za nieliniowy. W celu prawidlowego oszacowania tych obcigzen impulsowych
przeprowadzono wiele badan opartych na podejsciu zardéwno doswiadczalnym, jak
i numerycznym. W niniejszym badaniu skupiono si¢ na ci$nieniu impulsowym dziatajagcym
na Sciang zbiornika, wywotanym wymuszonymi Kilkustopniowymi oscylacjami.
Z poprzedniego doswiadczenia wynikato, ze wymuszone kilkustopniowe oscylacje powoduja
wigksze ci$nienie impulsowe w poréwnaniu z pojedynczymi oscylacjami. W niniejszym
opracowaniu opisano analiz¢ numeryczng metoda czastek oparta na technice skonczonej
pojemno$ci stuzaca do symulacji powyzej opisanych zjawisk. Zaproponowana metoda
czastek wydaje sie by¢ przydatna do symulowania silnego zjawiska nieliniowego. Autorzy
poréwnuja obliczone historyczne wyniki ci$nienia z wynikami przeprowadzonych
doswiadczen.
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Abstract

The performance of the last stage of the LP part of a steam turbine is strongly influenced by
the effectivity of the downstream exhaust casing. The 90° turning of the flow in a relatively
short axial distance is a major cause of losses and the design of low-loss diffuser still remains
a challenge for mechanical engineers. In this paper, results of studies on a several steam
turbine exhaust diffuser designs of SKODA have been reported. Several experimental
measurements were carried out in the special sector model air test rig. This unique test rig
allows visual observation of the flow by the Schlieren method and evaluating the loss
coefficient of static pressure in the diffuser. The test rig allows achieving very high
(supersonic) speeds. The range of observed velocities was from 30 to 360 m/s. The
experimental data from these measurements are very useful to be able to predict the exhaust
casing losses during the real operation of steam turbine in non-designed states. The behaviour
of individual diffuser designs has been discussed.

Keywords
Diffuser; Steam turbine; Exhaust casing; Pressure loss.

Introduction

As is well known, the performance of the last stage of the low pressure part of a steam turbine
is strongly influenced by the effectivity of the downstream exhaust casing. The efficiency of
the exhaust hood depends on many structural factors such as the design of the diffuser parts,
dimensions of the outer casing or arrangement of internal supports. The fact that the
influences on the last stage output can be quite important is dealt with in e.g. [1] by Hoznedl
who provides as an example a 1090 MW turbine in the nuclear power plant with a pressurized
water reactor where the increase of pressure loss between the last stage and the condenser by
only 2000 Pa can cause output loss of about 4AMW for one LP flow.

The low-pressure exhaust casing consisting of the diffuser, the exhaust hood and the
condenser neck connects the last stage turbine and the condenser (see Fig. 1). The condenser
is located below the turbine level and the steam flow leaving the last stage must change its
direction about 90° from the axial direction to the radial direction before exhausting into the
condenser. The function of the exhaust hood is to bring the steam into the condenser with
minimal energy losses and to transform the output kinetic energy into potential energy. This


mailto:robert.kalista@doosan.com

18

mechanism leads to expansion line prolongation between the stage inlet and outlet and to
higher turbine power output.

Previous studies and experimental measurements have shown that just the diffuser area has
the most significant influence on the total loss of the exhaust casing, for example [2] and [3].
The 90° turning of the flow in a relatively short axial distance is a major cause of losses and
the design of low-loss exhaust systems still remains a challenge for mechanical engineers.

With development of CFD methods it is already a common practice to use numeric
simulations to analyse and to optimize exhaust hood shapes. A lot of works dealt with this
topic in the past, for example [4]. However, the great difficulty of these computations has
always been the size and complexity of the computing area. From the point of view of
computational and time capacities it is very difficult to fully capture very complex flowing
through the entire output tract. For this reason CFD computations are simplified variously and
this reduces credibility of results. From the above mentioned and other reasons it is always
appropriate to complete CFD computations with relevant experimental measurements and
thus to validate obtained results mutually.

i
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ODW — Outerl Diffuser Wall; IDW — Inner Diffuser Wall
Fig. 1: Sketch of the axial-radial exhaust casing

1 The Purpose of Experimental Measurement

The aim of this paper is the experimental study of flow in the sector model of low pressure
axial-radial diffuser. The observed diffuser was designed by SKODA for an extra-long 54”
last stage blade made from titanium. The sector model of the diffuser [7] at optical benches of
the laboratory of physical and technical problems of power equipment of NPO CKTI JSC is
investigated. This unique test rig allows visual observation of the flow by the Schlieren
method and evaluation of the loss coefficient of static pressure in the diffuser. For one
geometry of low pressure diffuser a few different variations of inlet velocities were tested.
The test rig allows achieving very high (supersonic) speeds. The range of observed velocities
was from 30 to 360 m/s. The effect of velocity change was observed. During such similar
experiments, it is not usual for such high inlet velocities to be achieved. For this reason, the
results obtained are of unique value.

The test facility also has the possibility to blow compressed air into the boundary layer of the
ODW (Outer Diffuser Wall). The blown stream of air adds sufficient energy to the boundary



layer, which may delay or prevent its separation from the surface of the diffuser and thus
energy losses of the entire output tract should decrease essentially. Much attention to the
influence of blowing into the wall of the diffuser together with the influence of the radial
leakage of the steam over the bandage of the moving blade was already paid in the past. The
air blowing into the boundary layer and simulation of the steam leakage over bandage sealing
was not realised in this work. In this paper we concentrate to examine only the sensitivity of
velocity on the loss coefficient of the low pressure diffuser.

2 Test Facility

The sketch of diffuser with the main dimensions is shown in Figure 2. The diffuser geometry
is described by four basic dimensionless numbers (see Table 1). The sector model of low
pressure diffuser is 1:10 scale. The dimensions of the model may differ slightly from the real
state, depending on the layout options of the experimental test facility. The following table
shows the values of the four basic characteristics for the tested diffuser model.

D.

Fig. 2: The sketch of diffuser with characteristics dimensions

Tab. 1: Diffuser geometry

Hub-Tip ratio Expansion degree
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1 1
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1 1
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The illustrative photo of the test facility is shown in Figure 3.

Fig. 3: Photo of sector model of diffuser (illustrative photo)

2.1 Advantages and Disadvantages of the Sector Model

The principle of sectorial modelling has a number of advantages. First, it makes it possible to
visually observed the flow by using a large arsenal of optical methods. Second, the sector
model makes it possible to carry out studies at full-scale flow velocities in a diffuser at lower
energy costs. (Air consumption is 10 - 15 times less than in the 3D model of the same scale).
Third, this type of construction is much simpler, cheaper, and allows easy variation of the
basic geometric parameters of the circular diffuser (elongation, radiality, area ratio, internal
and external contour configuration) at a constant bushing ratio, which provides mobility in
carrying out the experiment.

The studies on the sector model allows significant energy saving (both in terms of the power
of the blowers and the duration of the experiments), which becomes particularly important
due to a sharp increase in the cost of energy today. In addition, the sector model allows
investigation of the effect of inlet conditions (such as radial leakage of the last stage) on the
efficiency of the diffuser.

The disadvantages of the sector model in comparison with the 3D model are:

e the complexity of modelling such an important phenomenon as the twist of the flow at the
entrance to the diffuser,

o the possibility of studying only an isolated diffuser without an exhaust hood.

In addition, it is important to note that there is some deviation from the geometric similarity in
the sector model associated with the technological possibilities. On the other hand, the
comparison between the use of a sectional and a full 3D model of the exhaust hood was
already tested. No important difference was found using both approaches [6].

3 Description of Measurement

Evaluation of diffuser power performance values assumed for our researches involves flow
parameters measurement at inlet and outlet reference cross-sections. Location of pressure
measurement points is shown at Fig. 4. The basic element of experimental test rig is the



compressed air source (fan, compressor — different in dependence on the required inlet
velocities — pressure ratio). In front of the diffuser model is a stabilisation vessel. A large
volume of the stabilisation vessel causes a zero flow velocity (with respect to the Bernoulli
equation). Due to the minimum airflow rate in these parts, the stagnation pressure and
temperature is measured here.

Design of diffuser model does not allow measurement in the plane corresponding to axis of
last stage blades as side walls of the channel in this point are limited with protection glasses.
For this reason the inlet reference cross-section (A-A) is located 100 mm upstream of the
blade axis. Pressure is measured at nine points from both sides of trapezoidal channel.
Measurement points in symmetrical locations on opposite sides are paralleled (seen in
Figure 4). Outlet reference cross-section (B-B) is located 200 mm downstream of the outlet
edge. Pressure is measured at 20 points distributed at the perimeter from both sides of
rectangle channel. Measurement points in symmetrical locations on opposite longer sides are
paralleled again. The main flow-rate has been measured by means of an orifice located at the
exhaust pipe from the test rig.

A-A
B-B
B-B
le _ I:'z11

P2+ p -
Fig. 4: Sketch of measurement

Figure 4 shows the designation of the individual quantities in the respective measuring planes.

Flow stagnation temperature has been measured with the help of a chromel-cupel
thermocouple with analog transducer to voltage. Ambient pressure is measured by a stationary
calibrated barometer. The total pressure in the stabilisation vessel is measured by one absolute
pressure transducer. All other pressures (static pressures at diffuser inlet/outlet, static pressure
before/behind the orifice) are measured by a second pressure transducer of the same type
(measurement range 0 ~ 0.15 Mpa). Measurement of individual pressures takes place step by
step using a rotary pneumatic switch. The output from the pressure transmitter (4-20 mA) is
displayed on the measuring computer.



3.1 Evaluation of Experimental Data

Processing of experiment results was based on results of direct measurement of temperature,
static pressure and total pressure at inlet cross-section and static pressure at outlet cross-
section (conventionally named “isoentropic” approach).

Diffuser energy characteristics are estimated by total loss coefficient, which was calculated by
the following formula

-
1-(Z%)
T P¢k_l ()
(K
Po1
where
Py — averaged total pressure in inlet control section,
P - averaged pressure in inlet control section
P, - averaged pressure in outlet control section

The mean pressure value in the inlet section is determined by numerical integration of the
individual pressure values along the trapezoidal channel height, see equation 2 and Figure 5.

N-2
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J:
where:
FP1 - integration area
y - height coordinates of static pressure tap
N - number of static pressure taps
o - the sector diffuser opening angle

It is important to note the fact that the area FP1 is not equal to F1.
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Fig. 5: The inlet control section

The dependence of the total loss coefficient on the inlet isoentropic Mach number was
evaluated.
3.2 Flow Visualization — The Optical Method

Flow visualization is essential for exploring and understanding fluid behaviour and can be
both qualitative and quantitative. The main methods for visualization of these flows are



optical methods. The three basic principal optical methods are: shadow, Schlieren and
interferometry. In this case, the optical Schlieren method was used.

In general, flow field is transparent environment with light refraction index n. The light
refraction index in each flow field point is the function of air density in that point, which is
function of velocity, pressure and air temperature. The relation between air density and the
refraction index is called the Gladstone-Dale equation n = 1 + Kp. The constant K is different
for each gas. A light ray, passing through a nonhomogeneous refracted field, is deflected from
its original direction and a light path is different from that of an undisturbed ray. The equation
(3) shows the dependence of the deflection of light rays on the value of the gradient of the
refractive index of the medium, integrated over the thickness of the optical inhomogeneity.

D
2
5(x,y,2)=ﬁj.§ n(xy,2)dz 3)
0

where:
D — thickness of optical inhomogeneity (width of working area).

4 Obtained Results

All measurements for the examined diffuser were performed under similar conditions over a
wide range of inlet velocities from Ma = 0.15 to “aerodynamic blockage” (Ma ~ 1.10).
Reynolds number Re varied from 2.35 x 105 to 4.6 x 106.

Figure 6 shows the dependence of total energy losses on inlet velocity into diffuser. Up to Ma
= 0.7 is the negligible dependence of loss on inlet velocity. Slight differences in measured
values of total losses do not reach levels of measurement uncertainty. Based on this finding, it
can be said that the diffuser losses are independent of inlet velocity until the reaching of Ma =
0.7. With a further increase of inlet velocity to the transonic region, the behaviour of losses is
difficult to explain. The sharp drop in losses is over with the aerodynamic blockage of the
diffuser channel at Ma = 0.96 which is accompanied by a sharp increase in losses.

The usual velocity in the diffuser inlet during operation is within the range Ma = 0.4 + 0.7. In
some turbine limit states these values may be higher. For the purpose of proper design is very
useful to know that in the range of these axial velocities, the total losses of the diffuser are
practically unchanged. However, the unchanged value of the diffuser losses, which is higher
than 100%, suggests that the shape of the LP diffuser is not optimal for the purely axial
character of flow.

Interestingly, similar results were obtained in the previous experimental measurement of
several shape variants of the LP diffuser type Skoda mentioned in the report [5]. A sample of
the obtained results is shown in Figure 7. These are the results of the measurement for the
diffuser 1-3 and 0-4 shape version, which are compared with the results for the basic shape of
diffuser (marked: basic variant) for 54 last stage blade, see Figure 7. Even in this case, there
was an aerodynamic blockage of the diffuser and a sharp increase in total losses around the
area of the sound velocity. It is interesting to find that the basic variant of diffuser achieves
the lowest level of total losses even though it was designed for inlet flow with a significant
radial component of velocity that is not simulated during the measurement.
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Fig. 7: Comparison of results with

Fig. 6: Dependence of total loss coefficient previous measurements

on the inlet isoentropic Mach number

The explanation of the obtained results can be partially found in the flow visualization by
using the Schlieren method. Figure 8 shows four images for different inlet velocities in the
diffuser. The flow direction is, in this case, from left to right. For Ma = 0.40 the character of
flow corresponds with high loss at level. Flow-rate in diffuser is so small that practically the
diffuser effect does not occur. A significant separation of the boundary layer on the ODW is
due to the absence of a radial component of velocity and a small flow compression in the
IDW region that would help to direct the flow towards the ODW. A significant improvement
in diffuser filling is evident with increasing velocity. More visible is also the more significant
bending of the flow in the radial direction. The fourth picture captures the occurrence of
a series of shock waves in flowing in the transonic region. This corresponds to a significant
increase in losses in the diffuser.

Ma =0.98
Fig. 8: Visualization of flowing obtained results

Conclusion

Several experimental measurements were carried out at NPO CKTI. The most extensive
measurement was concerned with monitoring the loss coefficient of the diffuser for an extra-
long 54 last stage blade in dependence on the inlet isoentropic Mach number. Experimental
measurements were performed on the sector model of the monitored diffuser. The Schlieren



method was used to visualize the flow. From the obtained results, it is evident that up to
Ma ~ 0.7 the pressure losses are practically independent of the velocity. This demonstrates the
ability of the diffuser to operate over a wide range of inlet flow rates without the significant
variable of diffuser losses.

As the inlet velocity increases, the total diffuser losses are sharply decreasing. This
phenomenon is manifested up to the area of the transonic velocities, where aerodynamic
blockage of the diffuser and formation of the shock waves occurs, resulting in a severe
degradation of the diffuser function.

In the next part of the paper, the obtained results are compared with the results from previous
years, which were carried out under similar conditions. Unfortunately, compared variants
varied more or less from each other and it was not possible to compare the absolute values of
the obtained loss coefficients. On the other hand, from the trends of the obtained results, a
similar behaviour is visible.

This is a useful finding that demonstrates the correctness and suitability of the experimental
methods used.

The individual results presented in this report point to the interesting behaviour of the
diffuser, especially for higher inlet velocities. To explain this issue, it is necessary to do more
experiments and numerical simulations.
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Nomenclature

F Area [m’]

p Pressure [Pa]

Ma  Mach number [-]

Re Reynolds number [-]
CT  Total loss coefficient [-]
ODW Outer diffuser wall
IDW Inner diffuser wall

Subscripts

0 Total pressure
1 Diffuser inlet
2 Diffuser outlet
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EXPERIMENTALNI ZKOUSKA GEOMETRIE DIFUZORU PRO NiZKOTLAKOVE
VYFUKOVE PLASTE PARNI TURBINY

Vykon posledniho stupn¢ LP ¢asti parni turbiny je silné ovlivnén efektivitou spodniho
vyfukového plasté. Otaceni 90° v relativné kratké axialni vzdalenosti je hlavni pfic¢inou ztrat a
konstrukce difuzoru s nizkou ztratou stale zistava vyzvou pro strojni inZenyry. V tomto
¢lanku byly publikovany vysledky studii nékolika konstrukei difuzoru vyfukovych plyna
parodontu SKODA. Nékolik experimentdlnich méfeni bylo provedeno ve specialnim
sektorovém modelu vzduchotechniky. Toto jedinecné zkuSebni zafizeni umoznuje vizualni
pozorovani prutoku metodou Schlieren a vyhodnoceni ztratového koeficientu statického tlaku
v difuzoru. Testovaci zafizeni umoznuje dosazeni velmi vysokych (nadzvukovych) rychlosti.
Rozsah pozorovanych rychlosti byl od 30 do 360 m/s. Experimentalni data z téchto méfeni
jsou velmi uzite¢nd, aby bylo mozné piedvidat ztraty vyfukovych plasth béhem reédlné
¢innosti parni turbiny v neupravenych stavech. Bylo popsano chovani jednotlivych navrha
difuzoru.

EXPERIMENTALE PRUFUNG DER DIFFUSERGEOMETRIE FUR
NIEDRIGDRUCKAUSPUFFMANTEL DER DAMPFTURBINE

Die Leistung der letzten Stufe des LP-Teils der Dampfturbine wird stark von der Effektivitéit
des wunteren Auspuffmantels beeinflusst. Eine Drehung um 90° in relativ kurzer
Axialentfernung ist der Hauptgrund der Verluste und die Konstruktion eines Diffusors mit
niedrigem Verlust bleibt weiterhin eine Herausforderung fiir die Maschinenbauingenieure. In
diesem Artikel werden die Ergebnisse der Studien einiger Konstruktionen des Diffusors von
Auspuffgasen des Parodonts SKODA publiziert. Es wurden einige experimentelle Messungen
in einem speziellen Sektorenmodell der Lufttechnik durchgefiihrt. Diese einzigartige
Versuchseinrichtung ermoglicht ein visuelles Beobachten der Durchflussmenge mit der
Schlieren-Methode und eine Auswertung des Verlustkoeffizienten des statischen Drucks im
Diffusor. Die Testeinrichtung ermdglicht das Erreichen sehr hoher Geschwindigkeiten
(Uberschallgeschwindigkeit). Der Umfang der beobachteten Geschwindigkeiten betrug
zwischen 30 und 360 m/s. Die aus dieser Messung hervorgegangenen experimentellen Daten
sind sehr niitzlich dazu, die Verluste der Auspuffummantelungen wihrend der realen
Tatigkeit der Dampfturbine in ungeregelten Zustdnden voraussagen zu konnen. Es wird das
Verhalten der einzelnen Entwiirfe des Diffusors beschrieben.

EKSPERYMENTALNA PROBA GEOMETRII DYFUZORA DLA NISKOPREZNYCH OBUDOW
WYLOTOWYCH TURBINY PAROWEJ

Na wydajno$¢ ostatniego stopnia niskopreznej czesci turbiny parowej w duzym stopniu wplywa
skutecznos¢ dolnej obudowy wylotowej. Obroty 90° przy stosunkowo matej odleglosci osiowe]
stanowig podstawowg przyczyne strat a konstrukcja dyfuzora o niskich stratach pozostaje wcigz
wyzwaniem dla inzynier6w maszyn. W niniejszym artykule przedstawiono wyniki badan
obejmujacych kilka konstrukcji dyfuzora wylotowego w turbinach marki SKODA. Kilka
eksperymentalnych pomiarow przeprowadzono w specjalnym modelu sektorowym systemu
wentylacyjnego. To wyjatkowe urzadzenie testowe umozliwia wizualng obserwacj¢ przeptywow przy
wykorzystaniu metody Schlierena oraz oceng wspotczynnika strat ci$nienia statycznego w dyfuzorze.
Urzadzenie testowe pozwala na osiggnigcie bardzo duzych (naddzwiekowych) predkosci. Zakres
obserwowanych predkosci wynosit od 30 do 360 m/s. Dane eksperymentalne z tych pomiaréw sa
bardzo przydatne do prognozowania strat w obudowach wylotowych w trakcie realnej pracy turbiny
parowej takze o innej konstrukcji. Opisano takze zachowania poszczegdlnych konstrukceji dyfuzora.
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Abstract

The laboratory experiments for identification of mechanisms of the spume droplet’s formation
in marine atmospheric boundary layer, when strong wind tears off water from the crest of the
waves, were carried out at the High-speed wind-wave flume of IAP RAS. The main
mechanism responsible for the generation of spume droplets is bag breakup fragmentation of
small-scale disturbances that arise at the air—water interface under the strong wind. This work
concentrates on investigation of a separate bag-breakup event that was forced to occur in a
dried high-speed wind-wave flume. The details of the bag-breakup fragmentation were
investigated qualitatively and quantitatively using synchronized multiperspective high-speed
video recording in shadowgraph configuration.

Keywords

Wind-wave interaction; Atmospheric boundary layer; Wind-wave flume; Sea spray; Bag-
breakup; High-speed video; Particle tracking velocimetry.

Introduction

Sea sprays are typical element of the marine atmospheric boundary layer and important
environmental effect. Difficulties of direct measurements in hurricane conditions and
insufficient knowledge about the mechanisms of the spume droplet’s formation are the main
reasons for insufficient knowledge on the sea spray generation function, which characterizes
the size distribution of droplets injected from a unit of surface in a unit of time, leading to
significant uncertainties in estimations of sea sprays influence on the marine atmospheric
boundary layer [1-6]. For example, the empirical function of spray generation may differ by
six orders of magnitude based on different observation reports (see a review of experimental
data in [7]). Even the spray-generation mechanisms in extreme winds remained undetermined
[4,7].

The laboratory experiments for identification of these mechanisms, when strong wind tears
off water from the crest of the waves, were carried out at the High-speed wind-wave flume of
IAP RAS. As previous studies showed based on statistical analysis of number of these
phenomena at different winds, the main mechanism responsible for the generation of spume
droplets is bag-breakup fragmentation of small-scale disturbances that arise at the air—water
interface under the strong wind [8]. This regime is characterized by inflating and consequent
bursting of the short-lived objects, bags. It begins with increase of small-scale elevation of the
surface, transforming to small “sails” then inflated to a water film bordered by a thicker rim
and at last blows up, so the droplets are produced from rupture of the water film and
fragmentation of the rim.


mailto:kandaurov@hydro.appl.sci-nnov.ru
mailto:sergeev4758@gmail.com
mailto:yuliya@hydro.appl.sci-nnov.ru

One of the most important problems, we are trying to solve, is to construct the spray
generation function as the basis for calculating the contribution of spray to exchange
processes at the air-sea interface. In our previous work [8], the statistics on bag-breakup
events have already been found as a result of processing high-speed recordings of the water
surface at high winds in flume. To build the spray generation function, we need to know in
addition what droplets are formed during one bag-breakup fragmentation. Then the spray
generation function can be found as convolution of the of “bag” generation function and of
the distribution function of droplets from one “bag-breakup”. In this model experiment, we
develop methods for obtaining this distribution for a single “bag”. The spontaneous
characterization of their occurrence on the water surface complicated detailed studies, and in
this work we study the separate bag-breakup event that was forced to occur in a dried high-
speed wind-wave flume.

The first part of the article is devoted to the description of the methodology of experiments at
high-speed wind-wave flume. The second part describes how high-speed video recordings of
“bags” were processed to obtain spray characteristics. The work is summarized in conclusion.

1 Experiment and Measurements

11 High-Speed Wind-Wave Flume

The experiments were performed in the High-speed wind-wave flume located on top of the
Large Thermostratified Tank (LTST) of the Institute of Applied Physics (IAP RAS). The
centrifugal fan equipped with an electronic frequency converter to control the discharge rate
of the airflow produced the airflow in the flume with the straight working part of 10 m. The
operating cross section of the airflow is 0.4x0.4 m% During the experiments axis velocity in
the flume varied from 10 to 17 m/s. More details of the facility construction and parameters of
air flow and surface waves are described in [9]. As this work concentrates on generation and
investigations of a separate bag-breakup event, the flume was closed at its bottom with rigid
plates at the water level used in previous experiments [8] and bag-breakup event was forced to
occur at a small reservoir installed at a distance of 7.5 m from the beginning of the working
section. The measured value of the surface tension was o =(7.0x0.15)-10% N/m. The
principal scheme of the experimental setup is shown in Fig. 1.

Legend

1 - LED lights,

2 - solid flat bottom,

3 - opaque screen,

4 - high-speed wind-wave flume,
5 - top high-speed camera,

6 - bag-breakup,

7 - side semi-submerged box, #
8 - side high-speed camera, o
9 - nozzle, 10
10 - reservoir with water,

11 - foam rubber in water,
12 - nylon mesh.
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Fig. 1: The cross-section of the high-speed wind-wave
flume



1.2 Initial Disturbance

Initial disturbance from which the bag breakup developed was artificially created at the
desired position using the underwater jet from a submerged nozzle. The nozzle was placed in
vertical orientation 15 cm under water surface. It is assembled of 5 nickel tubes 20x2 mm,
lined up in a row in cross-wind direction. Water entered the nozzle at a pressure of 3 bar via
an electronically controlled valve that was opened for a period of 20 ms. Driving signal for
the valve was combined with triggers of both cameras in synchronization system, controlled
via microcontroller.

In order to damp the disturbances that arise on the surface of the water a sheet of 20 mm thick
foam rubber with a hole 30 mm in diameter was placed above the nozzle. It was additionally
covered with a nylon net with cell size 2 mm. The aim was to inject about 2.5 ml of water in
20 ms with good repeatability. The dependence of the shape of the initial disturbance on time
was investigated using image processing of frames from the side camera captured without
wind. Comparison of successive initial disturbances showed the stability of their shape within
10% for height and diameter.

1.3 Wind Flow Parameters

The wind flow parameters were measured by the profile method at a distance of 7.5 m from
the beginning of the flume. Wind velocity profiles were measured by the L-shaped Pitot tube
with the differential pressure transducer Baratron MKS 226A with the accuracy of 0.5% of
full scale range, i.e., 3 cm/s. The tube was mounted on the scanning device. The lower level of
scanning located at a distance of 1 cm from the surface, while the upper layer was 20 cm. The
scanning method with the slow continuous vertical movement of 1.1 mm/s was used. The
results were binned into 100 equidistant levels. For each fixed wind parameters, at least five
profiles were measured for subsequent averaging. This technique allowed obtaining wind
speed profiles in logarithmic boundary layer and calculate the friction velocity and equivalent
speed at a standard meteorological height of 10 m. The scaling parameter for the air turbulent
boundary layer flow above the water surface is the friction velocity, u~, defined via vertical
turbulent shear stress: Fy = pair U2, Where py; is the air density. Experiments were performed
for 10 to 17 m/s centerline wind speeds, the friction velocity, u«, varied between 0.46 and 0.73
m/s; the equivalent wind speeds at the reference height 10m Uy between 16 and 26 m/s (this
corresponds to Beaufort number up to 10 in field conditions [10]).

Tab. 1. Air-side logarithmic boundary layer parameters for different fan rotation frequencies
F.

F (Hz) | us(m/s) | Ui (M/s)
30 0.47 16.4
35 0.52 18.8
40 0.61 21.8
45 0.69 24.5
50 0.73 26.6

14 High-Speed Video Recording Setup

The details of the bag-breakup fragmentation were investigated qualitatively and
quantitatively using high-speed video recording. Synchronized multiperspective high-speed
recordings were captured in shadowgraph configuration: vertical opaque screen behind the
scene was illuminated from behind with intensive light source.



The main shadowgraph recording was carried out horizontally with high-resolution NAC
Memrecam HX-3 high-speed digital video camera with Zeiss 100mm /2.0 Makro Classic
lens (/22 aperture was used). Two 100W LED light sources were used as a backlight, and a
white opaque screen was located on the opposite from the camera side of the flume. The
camera is located at a distance of 60 cm from the bag-breakup area (63 pum/px scale) so that
the optical axis lies in the plane of the water surface. The shooting speed was 3990 fps, the
shutter speed was 1/50000 s, the image size was 2560x960 pixels (161x60 mm).

Additional shooting was done from above with the Optronis CamRecord CR3000x2 camera
with Samyang 85mm f/1.4 lens. The camera was located at a distance of 112 cm from the
surface (scale 102 um/px). The shooting speed was 1250 fps, the shutter speed was 1/5000 s,
the image size was 1696x720 pixels (173x74 mm).

We used the same LED light source for side and top shooting, so only side shooting was made
in shadowgraph setup. The side view was used to obtain detailed data on the dynamics of the
resulting structures: the shape of the structure before and during bag-breakup, the speed and
size of the droplets formed. Top view was only used to control the shape of the structure in
the transverse direction.

Records were made for 5 different wind speeds with fan rotation frequencies of 30, 35, 40, 45
and 50 Hz (centerline wind speed 10+17 m/s). For each wind speed, 9 to 17 records of the
bag-breakup were captured. Each recording from the side camera consists of 250+700 frames
(63+175 ms). Before and after each recording, control measurements of the shape and size of
the initial disturbance were made without wind.
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Fig. 2: Example of images obtained from the side camera (time points 83, 110, 113 and 120
ms) for wind speed Uiy = 21.8 m/s. 1 - initial disturbance, 2 - rim, 3 - film, 4 - film

rupture, 5 - film drops, 6 - rim drops. Full image width 161 mm.

2 Image Processing

A study of the obtained video records showed that the generation of spray during the
individual bag-breakup was due to two processes: 1) rupture of the film, which leads to the
formation of small droplets; 2) fragmentation of the “rim” remaining after the rupture of the
liquid film, at which large drops are generated (see Fig. 2).



Fig. 3: Image processing sequence for a fragmeni of frame (Uo = 21.8 m/s, 113 ms after
film puncture, 81 mm downwind the initial disturbance, 33 mm above surface),
Green circles - detected droplets

Special software was developed for the processing of side video recordings. It enabled us
obtaining detailed data on the dynamics of the resultant structures, such as the shape of the
structure at different stages of the rupture, the speed and size of the droplets formed. It utilizes
homebrew implementations of feature detection, Particle image velocimetry and particle
tracking methods for droplet tacking.

2.1 Droplet Detection

At the first stage of droplet trajectories retrieving, an special algorithm was developed, which
allows finding the position of all visible droplets on each frame of the record. The image
processing sequence is shown in Fig. 3. for a fragment of one frame. This sequence is an
evolution of an algorithm previously developed for water surface detection in laser
measurements, that is described in details in [11]. First the background is subtracted from
initial frame (1, 2); edge detection is performed with Sobel operator (3), morphological
closing with 3-pixel disk element (4) and subsequent filling of closed areas (5) results in
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binary image of large droplets; noise is suppressed with morphological opening with 1-pixel
disk element (6); to preserve small droplets logical ‘or’ is performed with binarized by
threshold initial image (7); positions and sizes of all isolated regions are calculated (8). Larger
areas are rejected with their closes neighbors as part of the initial disturbance or “rim”. As a
result we get position and size of every droplet and some false detections on every frame of
side view records (Fig. 4). For images captured with current side view setup this algorithm
can only detect droplets larger than 100 um, but same algorithm can be used for smaller
droplets using video with higher resolution.

g

X, pX

Fig. 4: Position of all droplets found on all frames in one record (Ui = 21.8 m/s); color
represents frame number. 6.2 ms after film puncture. Full image width 117 mm.

2.2 Droplet Velocity Estimates

In order to facilitate the tracking of droplets, the velocities of droplets were estimated by
Particle image velocimetry method (PIV). This was possible due to the fact that most droplets
in particular area of image have similar velocities. PIV processing of the images was
performed by specially developed software similar to our previous studies of air velocities in
marine boundary layer [12]. Successive frames were compared, interrogation window size
128x128 pixels with 50% overlapping, only one iteration is used, with tree-point interpolation
for CCF maximum. Velocity fields were filtered using maximum and minimum velocity
thresholds, then with 2-dimentional median filtering and then were interpolated to position of
every droplet of the frame (Fig. 5).
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Fig. 5: Approximate velocity field obtained by PIV for equivalent wind speed Ujp, = 21.8
m/s. The color represents velocity field, arrows - interpolation to position of each
droplet (shown in circles).

2.3 Droplet Tracking

In order to retrieve droplet trajectories special tacking algorithm was developed. As droplet
density decreases over time we run tacking backward in time: it is easier to separate
trajectories if we start with lower density. Starting from the end of the record for every droplet
on frame we try to find appropriate droplet on previous frame in the vicinity of its assumed
position.
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Fig. 6: Example of a trajectory search for equivalent wind speed U;o = 21.8 m/s. Circles
shows the search area near the assumed position. Blue lines are the previous 4
points of each trajectory. Red dots positions of all droplets on the frame.

We used two methods for calculation of assumed position: 1) based on interpolated PIV
velocity field; 2) based on parabolic extrapolation for coordinated of four previously found
points of current trajectory assuming a constant acceleration. A combination of these two
methods is used: the first method is used for trajectories containing less than 4 known points,
the average with weights between two methods is used otherwise. Trajectory data, the last
found point of which is not more than three frames from a given one, is used for each frame.
Thus, if a drop has not been detected on one or two consecutive frames, the trajectory will still
be constructed. The trajectory search stops when there are no droplets found in the vicinity of
20 pixels from the expected position or the radius of the droplet found is more than 3 times
different from the current one. If two trajectories find the same drop, the latter is assigned to
the trajectory, the distance to the supposed point of which is smaller. The use of four points
for polynomial extrapolation allows taking into account the scatter of the calculated
coordinates. If it is too large, then the last found point of the trajectory is neglected. The
example of droplet tracking is shown on Fig. 6.

Some of trajectories are rejected as false detection. Motionless trajectories (with median
displacement less than 0.001 pixels per frame) and trajectories shorter than 10 frames are
rejected as noise. This algorithm can result in trajectories that are non-overlapping parts of a
single real trajectory (in the case when tracking loses a droplet and then finds it and starts a
new trajectory). In order to combine such trajectories into one, for each non-intersecting in
time pair of trajectories, the standard deviation of the found positions and the polynomial
extrapolation was calculated. In case of a deviation below the threshold, the trajectories were
combined into one. The described algorithm can be performed in several iterations: On each
iteration assigned to trajectories droplet detections are excluded. This algorithm enables
assigning more than 75% of droplets found to trajectories for most part for the experimental
condition (and significant part missed droplets are false detected ones) and getting more than
500 separate trajectories for some of the records. The example of retrieved trajectories is
shown in Fig. 7.

Vo pR

Fig. 7: All trajectories (white) found in one record (Ui = 21.8 m/s). Example frame is
6.2 ms after film puncture. Full image width 117 mm.
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Conclusion

A special system that allows modeling under controlled conditions a single event of bag-
breakup fragmentation, which is the dominant process of spray generation during wind-wave
interaction, was developed. We used the approach of forced generation of the separate bag-
breakup event in a dried high-speed wind-wave flume with water reservoir installed under the
working section.

To obtain information on the characteristics of the spray, high-speed shooting in shadowgraph
configuration was used and special software was developed to identify the droplets on the
images and track their trajectories based on the combination of PIV and reversed in time
particle tracking, utilizing the fact of reducing density of droplets in the image over time
starting from the moment of fragmentation. The data obtained by this method in combination
with the statistics of the occurrence of "bags™ will be used to construct the empirical function
of spray generation.
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ZKOUMANI STIMULOVANYCH PROCESU ROZTRZENI VAKU V LABORATORNIM
MODELU INTERAKCI VLN ZPUSOBENYCH VETREM

Laboratorni experiment pro identifikaci mechanizml tvorby kapicek pény v motské
atmosférické hrani¢ni vrstvé, kdy silny vitr odtrhne vodu z hiebene vin, byl provadén na
vysokorychlostnim vIn¢ IAP RAS. Hlavnim mechanismem, ktery je odpovédny za tvorbu
kapicek pény, je fragmentace roztrzené¢ho vaku a drobné poruchy, které vznikaji na rozhrani
vzduch-voda pod silnym vétrem. Tato prace se soustied’uje na zkoumani jednotlivych piipada
roztrzeni vakd, ke kterym doslo v suchém vysokorychlostnim vétru. Podrobnosti fragmentace
roztrzeni vakll byly zkoumény kvalitativné a kvantitativné pomoci synchronizovaného
multiperspektivniho vysokorychlostniho zdznamu videa v radiografické konfiguraci.

DIE ERFORSCHUNG DER STIMULIERTEN PROZESSE DES REIBENS DES SACKS
IM LABORMODELL DER INTERAKTIONEN VON WINDERZEUGTEN WELLEN

Das Laborexperiment zur Identifizierung der Mechanismen der Bildung von Schaumtropfen
in der Grenzschicht zwischen Meer und Atmosphére, wobei starker Wind das Wasser von den
Wellenkdmmen losreifit, wurde im Hochgeschwindigkeitswind der Welle IAP-RAS-Welle
durchgefiihrt. Der Hauptmechanismus, welcher fiir die Bildung von Schaumtropfen
verantwortlich ist, besteht in der Fragmentierung des gerissenen Sacks und in kleinen
Storungen, welche an der Luft-Wasser-Grenze unter starkem Wind entstehen. Diese Arbeit
konzentriert sich auf die Erforschung der einzelnen Félle des Reiflens der Sicke, zu welchem
es in trockenem Hochgeschwindigkeitswind kam. Die Details der Fragmentierung des
ReiBBens der Sédcke wurden qualitativ und quantitativ mit Hilfe einer synchronisierten
multiperspektiven  Hochgeschwindigkeitsaufnahme des Videos in radiografischer
Konfiguration untersucht.

BADANIE STYMULOWANYCH PROCESOW BAG-BREAKUP W LABORATORYJINYM
MODELU INTERAKCJI FAL WYWOLANYCH WIATREM

Doswiadczenie laboratoryjne majace na celu zidentyfikowanie mechanizméw powstawania
kropli piany w atmosferycznej warstwie granicznej nad morzem, gdy silny wiatr odrywa
wodg z grzbietu fal, przeprowadzano w kanale falowo-wiatrowym o szybkim przeptywie IAP
RAS. Gléwnym mechanizmem odpowiedzialnym za powstawanie kropli piany jest
fragmentacja rozerwanego worka (bag-breakup) i drobne uszkodzenia, ktoére powstaja na
granicy powietrze-woda pod wplywem silnego wiatru. Niniejsze opracowanie skupia si¢ na
badaniu poszczegdlnych przypadkow efektu bag-breakup, ktére wystapity pod wplywem
szybkiego przeptywu suchego powietrza. Fragmentacja byla szczegétowo badana zaréwno
pod wzgledem jakosciowym, jak 1 iloSciowym przy pomocy zsynchronizowanego
wieloperspektywicznego szybkiego zapisu wideo w konfiguracji radiograficzne;j.



ACC JOURNAL 2019, Volume 25, Issue 1 DOI: 10.15240/tul/004/2019-1-004

NUMERICAL SIMULATION OF AEROELASTIC EFFECTS FOR AN AIRFOIL
WITH TwoO DEGREES OF FREEDOM

Marek Paty'; Jan Halama
Czech Technical University in Prague, Faculty of Mechanical Engineering,
Department of Technical Mathematics, Center of Advanced Aerospace Technology,
Technicka Street 4, Prague 6, 166 07, Czech Republic
e-mail: ‘marek.paty@fs.cvut.cz

Abstract

The pursuit of increased steam turbine power output leads to a design of low pressure stages
with large diameters, featuring long and thin blades. The interaction of the structure with flow
may induce vibrations, leading to a reduced operational life of the machine due to material
fatigue. This work introduces a mathematical model of fluid-structure interaction, intended for
the investigation of flow-induced turbine blade vibrations. At present, it is applied to a
simplified test case of an isolated airfoil. The flow model is based on 2D Euler equations in
Arbitrary Lagrangian-Eulerian formulation, discretized by the Finite Volume Method with a
second-order accurate AUSM™-up scheme. The structure is modelled as a solid body with one
rotational and one translational degree of freedom. The solution is realized iteratively by a
time-marching method with a two-way fluid-structure coupling. In each iteration the airfoil
surface pressure is integrated to determine the forces and the torsional moment driving its
motion. The position of the airfoil in the next time step is obtained and the flow is resolved on
a newly recreated mesh. The results of the present model are validated by comparison with
experimental data and with numerical results of other models.

Keywords
Aeroelasticity; Turbine; Airfoil; Vibrations; Arbitrary Lagrange-Euler; Finite volume method.

Introduction

The phenomenon of aeroelasticity was first investigated in the field of aeronautics. Collar [1]
states that the subjects of structure dynamics and aerodynamics cannot be treated separately
and they have to be regarded as components of an integral analysis. He defines aeroelasticity
as a discipline studying the combined effects of aerodynamic, elastic and inertial forces. Its
role has since been recognized as crucial in a variety of other disciplines, such as civil
engineering, biomedicine [2] and turbomachinery ([3], [4]).

The most widely investigated dynamic aeroelastic effect in aeronautics is flutter (see e.g. the
works [5], [6], [7]), which is also of interest in turbomachinery [8], together with forced
response analysis [9]. Flutter is a self-excited vibration of structure, caused by the interaction
of aerodynamic, elastic and inertial forces. The structure aerodynamic loading leads to a
deformation of the body, which in turn increases the aerodynamic forces. The wing or blade
thus vibrates with amplitude of oscillations increasing in each cycle, leading to a mechanical
failure. While no loss of turbine blade due to flutter is known ([4]), it has been reported to
cause cracking of the blade root [10].

The problem of flutter requires considering non-linear behaviour of both flow and elastic
structure, change of domain and mesh in time, flow viscosity and turbulence effects [7].
Efforts have been made in the past to simplify the problem and to restrict the model to include
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only the most essential effects. The first attempts to solve the flutter problem analytically can
be traced back to the works of Theodorsen [11], of interest is also the recent examination of
the model by Perry [12], who introduced a model for aeroelastic flutter behaviour of an airfoil
with aileron using simplifying assumptions such as potential flow and zero thickness of the
wing.

The advance of Computational Fluid Dynamics (CFD) and the rise in computational power
allowed treating the aeroelasticity problems with numerical approaches. In order to keep the
computational demands reasonable, flutter was first modelled by superimposing linear
perturbations to a steady-state nonlinear solution and casting the equations to frequency
domain. However, the assumption that the steady-state flow is identical with the time-mean
flow may not always be valid and linear methods are incapable of capturing important non-
linear effects such as large amplitudes of blade motion or strong unsteady shocks ([13], [6]).
The shortcomings of the harmonic time-linearized method are addressed by the non-linear
harmonics (NLH) method introduced by Ning and He [14]. The time-mean equations are
solved simultaneously with the harmonic perturbations and coupled via extra unsteady stress
terms appearing due to the time-averaging. Ning and He demonstrate on a transonic
compressor cascade that the NLH method captures successfully the nonlinear effects and
achieves results close to a time-marching method.

The inherent drawback of the NLH method is that the unsteadiness is resolved only in a
limited number of harmonics whose frequency is not a part of the solution and it has to be
given as an input at the start of the procedure. The full unsteady solution of fluid-structure
interaction can be obtained by time-marching methods. Traditionally, the structural mechanics
problems are modelled using Lagrangian description, while the fluid dynamics problems
usually employ Eulerian description [15]. The moving fluid-domain boundaries in fluid-
structure interaction problems can be conveniently treated by a hybrid Arbitrary Lagrangian-
Eulerian (ALE) description, allowing a deformation of the physical domain independent of
the fluid particle motion (see e.g. [15], [16], [17]). The stability and accuracy of the numerical
methods in ALE formulation is closely related to the Geometric Conservation Laws (GCL)
which require that a constant solution is reproduced exactly. An elaborate analysis of several
time-advancing schemes in view of GCL is given in [17]. The deformation of the domain
implies that the grid for the ALE formulation needs to be updated accordingly, posing a third
problem additionally to the fluid and structure dynamics [15]. A brief summary of grid
movement techniques is provided in [6], while a complete remeshing may be required for
large domain deformations [18].

As the solution of the complete fluid-structure interaction is very complex, it is often
simplified by imposing only a one-way coupling between the fluid and structure dynamics.
The eigenmodes and eigenfrequencies are determined in advance by a structural solver and
used to prescribe the structure motion for an unsteady fluid dynamics solver ([19], [20]). The
unsteady aerodynamic load on the structure surface is extracted to compute the energy
transferred from the fluid to the structure and by comparison with the structural damping to
evaluate the susceptibility to flutter. The underlying assumption that the effect of aerodynamic
forces on the change of the structural dynamics properties can be neglected requires that the
fluid density is by several orders of magnitude lower than that of the solid. This makes the
method suited for turbomachinery or aeronautics, while it is inapplicable e.g. for
computational medicine where the fluid and solid densities are similar [2]. However, evidence
suggests that this approach may fail even in cases with significant density difference [21] and
a strong fluid-structure coupling should therefore be always included.

The efforts to avoid modelling of the complete fluid-structure interaction root mainly from the
incompatibility of the approaches traditionally used to treat isolated structure and fluid



dynamics problems. Typically, CFD has been solved with Finite Volume Methods (FVM) and
computational structural mechanics (CSM) with Finite Element Methods (FEM), differing
often in solution and discretization techniques [22]. This poses difficulty in transferring data
across the fluid-structure domain interface, where the aerodynamic surface load imposes a
boundary condition for structure dynamics and the displacement of the solid body deforms the
fluid computational domain. A number of works has been published on solving the structure
and fluid dynamics equations in a compatible fashion, some using the same discretization
methods for both domains and the others a combination of different ones: Slone et al. [23]
employed a single Finite Volume Unstructured Mesh discretization strategy for both fluid and
structure, Svacek [7] and Honzatko [24] computed flow around a solid airfoil with two
degrees of freedom using FVM- and FEM-based incompressible flow solvers respectively,
Sanches and Coda [15] discretized flow equations with FEM and modelled the structure with
FEM shell elements.

In the present paper, we examine the onset of flutter for a NACA 0012 airfoil modelled as a
solid body with two degrees of freedom, allowing a translational and a rotational movement.
The flow around the airfoil is modelled using Euler equations in ALE formulation, discretized
by the FVM. A time-marching iterative procedure is employed, solving simultaneously the
unsteady flow and airfoil movement with strong coupling realized via the airfoil aerodynamic
loads and displacement. As the final intended application of the model is to solve flutter in
turbomachinery, the employed numerical scheme for approximation of inviscid fluxes needs
to be capable of resolving compressible flows accurately and of capturing shock-waves
sharply. A modern flux splitting scheme AUSM+-UP was employed, introduced originally by
Liou and Steffen [25] as AUSM and modified for the low-speed flow regimes by Liou [26].

1 Mathematical Model

This chapter describes the mathematical model of fluid flow around an oscillating airfoil.
First, the Euler equations describing the inviscid compressible flow are introduced in ALE
formulation, including the definition of boundary conditions. Then the motion of the airfoil as
a solid body with one translational and one rotational degree of freedom is defined together
with the coupling to the aerodynamic field.

1.1 Flow Model

We denote (; the computational domain occupied by fluid at time t € (0, T).We aim to find
the fluid density p, velocity u = u(x, t) and static pressure p for t € Q, where u = [uy, uy]"
has two components u;, U, in the directions of Cartesian axes x;, X,. Further we denote the

total energy e; % (u? + u?), using the notation e for internal energy.

I, o

Fig. 1. Domain and boundaries (not in scale).



We consider the domain at time ¢ = 0 as the reference domain Q,.r = Q, and introduce the
ALE mapping [7]:

Api Qrep = Qp, X = x(X, t) = A (X), 1)

describing the time-dependent position x € Q, of a point from reference domain X € Q,.
The ALE velocity is defined as: s = dA,/dt. We consider the set of Euler equations [27]:

0
2| wda+ jg F(W,n,s)dr =0, @)
at Jg, r(t)

where n = [ny,n,]" is the surface outward unit normal. The vector of characteristic variables
W, and the flux vector F are defined as:

p 0
Wz[Pu ,F:(u—s)-nW—[ —pn ] 3)
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peét

The system of equations is closed by the ideal gas law:
u? + us
2

p=(y—1)lpet—p 4)

We consider three types of boundary conditions: at the airfoil wall T,,, at the domain inlet T;
and outlet T,, (Fig. 1). The free-slip boundary condition is applied at the airfoil wall by
imposing the normal component of flow velocity equal to the normal component of wall
movement velocity (Eg. 5). Freestream conditions are prescribed at the domain inlet (Eq. 6)
and constant solution in the direction of boundary normal is defined at the outlet (Eq. 7).

[(u—s)-n], =0 ()
ulr, = Ups, Plr; = Prs, Plr; = Prs (6)
ou d d
P —022 022 -0 )
onlr, onlr, onlr,

The initial condition for a steady-state computation is described by freestream conditions:
[p, u, p](x,0) = [pps, Urs, Prs], x € Qg (8)

The unsteady computations are performed by solving the steady-state case first and using the
solution as initial condition.



Fig. 2: Airfoil parameters and position.

1.2 Airfoil Motion

The airfoil is modelled as a solid body with two degrees of freedom, allowing movement in a
vertical direction and a rotation about elastic axis (EA). The equations describing the airfoil
motion can be derived from Lagrange equations (see e.g. [7]). We consider the nonlinear
form:

mh + kpph + Spdcos — Spp?sing + byph = F,

) . ©)

and the linearized form, valid for small vibration amplitudes of the angle ¢ and its
derivative ¢:

mh + khhh + S¢¢) + bhhh =F )
A . (10)

where h is the airfoil vertical displacement (positive in upwards direction), ¢ is the airfoil
rotation angle (positive in counter-clockwise direction), m its mass, Sy the static moment
about EA and I the moment of inertia about EA (Fig. 2). The elastic support of the airfoil has
stiffness kp, in vertical and kgq in rotational direction with the respective mechanical
damping denoted as by, and bgg. The aerodynamic load acting on the airfoil, i.e. the lifting
force Fy (positive in upwards direction) and the torque M (positive in counter-clockwise
direction), is calculated by integrating the airfoil pressure distribution obtained from the flow
solver:

[T _ Xga — X
F = [Fy] —ﬁw pndF,M—ﬁw [y_yEA] npdl’ (11)

2 Numerical Solution

2.1 Grid

The computational domain surrounding the NACA 0012 airfoil extends 9 chord lengths
upstream, 4 chord lengths downstream and 10 chord lengths up and down vertically of the
airfoil leading edge (LE). Two structured C-type grids with different level of refinement were
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generated for the numerical solution. The fine grid features 516x49 cells, while the coarse one
contains 256x24 cells (Fig. 3). The movement of the airfoil in unsteady computations requires
that the mesh is updated accordingly. We consider two configurations: the reference
configuration where the airfoil angle and displacement are equal to zero, and another
configuration where the whole mesh is displaced and rotated as a rigid body with the airfoil.

IS JEESSE

Fig. 3: Coarse (left) and fine grid (right).

The instantaneous position of each grid point is a result of linear combination of these two
configurations:

EA EA
X Xref ) (xref - xref)l Xref
=k +Q +(1—-k) , (12)
[y] l(yfé‘ +h yref - yfe“lf [YTef

where h is the displacement of the airfoil elastic axis and the rotation matrix Q is defined
using the airfoil rotation angle ¢:
cos¢p —sing

singp coso | (13)

o-|

The coefficient k is a linear function of the point distance from the nearest airfoil point d i,
such that the grid points forming the airfoil boundary are fully displaced and the grid points
further than a distance limit d,;,,, stay at their reference configuration position:

k = max(1 — dmin/dlim ,0) (14)

2.2 Spatial Discretization of Euler Equations

The Finite Volume Method (FVM) is used for the discretization of Euler equations in ALE

formulation. Let us divide the computational domain Q into a set of N non-overlapping

subsets (cells) Q; such that

N
=1

l



The integral conservation law Eg. 2 has to be satisfied in each finite volume cell Q;. We
consider the integral boundary flux of the polygonial cell as a sum of fluxes through its walls,
where T;; stands for the edge between the cell i and a neighbouring cell j and the average flux

along the edge is denoted by fl-j:

jg F(W,n,s)drl' = Z Ej ||Fij|| (16)
Ty

JEN;

The numerical approximation F;; of the flux F;; was obtained by the AUSM-family scheme
in the first (AUSM®, [28]) and second modification (AUSM™-up, [26]) by Liou. The idea of
the AUSM schemes is to split the flux into the convective and pressure part and to treat them
separately:

F1/2 = Fi/z + FJ;/Z' (7)

where the 1/, subscript indicates evaluation at cell interface.

The definition of the convective and pressure terms for M-split AUSM+ scheme in ALE
formulation can be found in [29]:

p 0
12 = MijapR| PU Fi,=| pn (18)
pec+pl, r ps-nl, ,

where a is the speed of sound and the | g subscript indicates that the expression is evaluated in
either one or the other of the interface-adjacent cells, based on the upwinding principle. The
notable differences of the ALE formulation in comparison to the Eulerian reference frame
arise in the use of the relative Mach number M™ = (u — s) - n/a instead of an absolute one
and in the appearance of the new ps - n term in the pressure part of flux. Formulas for the
evaluation of the interface quantities M7 ,,, py, are introduced in [25].

The need for a universally applicable and robust numerical scheme lead to an extension of the
AUSM scheme to low-speed flows with the introduction of the AUSM*-up modification in
[26]. The newly constructed scheme is applicable to all speed regimes and removes the
deficiency of the previous versions, which suffers from pressure oscillations along the grid
direction with a very small velocity component, such as in the direction normal to the
boundary layer. The formulation of the convective flux uses mass-flow splitting instead of
Mach number splitting, here given already in the ALE formulation using the flow velocity
relative to the interface to evaluate the mass-flow m”:

1
u

F§,, =mj,,
e +p/p

(19)

L/R

The extra term ps - n appears again in the pressure flux due to the ALE configuration. The
reader is referred to Liou’s paper [26] for the evaluation of the interface quantities. The
coefficients of the scheme were set as in the example given by Liou to K,, = 0.75, K, = 0.25
and o = 1.0.

In order to increase the accuracy of the scheme, the quantities at the left and right side of the
interface are obtained by using a linear reconstruction with TVD-based limiting of slopes
[30]. In particular the min-mod limiter was employed in order to enhance the scheme stability.



2.3 Time Integration and GCL

We substitute the numerical approximation of cell fluxes (Eq.16) into the set of Euler

equations (Eq. 2) and by denoting the space-averaged state vector as W we obtain the
following semidiscrete form:

d — _
E(WQ)H‘Ri =0,R; = zFij”Fij”' (20)

JEN;
where R is the residual vector.

We use the explicit Euler scheme and the second-order accurate 4-stage Runge-Kutta scheme
(RK4) to integrate the system in time. While both schemes are a routinely used technique for
numerical integration, a special attention has to be paid to meeting the GCL condition for
ALE formulation. The Euler scheme is defined as:

1

n+1 _
w T oOntl

wnrQn — AtR(x”+1/2, Sn+1/2, Wn)] (21)

The GCL requires that the residual vector is evaluated on a mid-point grid in between the two
time stepsnand n + 1 [27]:
n n+1 n+l _ ,n
x"+x s”+1/2:x X 22)
2 ' At

xn+1/2 —

To obtain the mid-point grid, we first need to determine the position of the grid in the next
time-step, denoted as x™*1. We transform the set of the two second-order ordinary differential
equations (ODEs) describing the airfoil motion (Eq. 9 or 10) into a set of four first order
ODEs:

q=1(@q),q=[hhod] (23)
We integrate the equation numerically in time and obtain a new airfoil position:
q*t = q" + Atf (@) (24)

Now we can employ the technique described in Section 3.1 to update the whole mesh with the
new airfoil position.

The RK4 scheme is expressed as:
wo® =wn,

w® = = _[wnon ap AR (x(k_%), sle2), w<’<‘1))],

Q® (25)
k=1,..4,
Wn+1 — W(4),
with the coefficients setto a; = 1/4,a, = 1/3, a3 =1/2and a, = 1.
Again a mid-point grid is used to uphold the GCL, analogically to the Euler scheme:
n k) (k) _ 4n
y-1/2) 2 X X ey X X (26)
2 ’ akAt



The RK4 scheme for the temporal integration of the first order ODEs describing the airfoil
motion (Eq. 23) is defined as

q® = q" + a,Atf(q*V) (27)

Fig. 4. Distribution of non-dimensional pressure near airfoil LE from AUSM+ (left) and
AUSM+-up scheme (right) for u; pg = 30 m/s.

3 Results and Discussion

3.1 Steady-State Solution

Steady state computations were performed to validate the numerical flow model by
comparison with experimental data. The airfoil is fixed in position with h =0 mand ¢ = 0°
and the flow is iteratively computed by the time-marching method until it converges to a time-
constant solution. The airfoil chord length is ¢ = 0:3 m and the inlet boundary conditions are

defined by the free-stream flow quantities pF5=1.225%,uF5= [30,0]T%,pps=
101325 Pa

Figure 4 shows the distribution of static pressure near the airfoil leading edge, normalized by
the free-stream static pressure prg. The solutions obtained by the AUSM™ and AUSM+-up
schemes are compared. As noted by Liou [26], the original AUSM™ scheme suffers from
oscillations appearing along the grid direction with small velocity component, which are here
observed in the direction normal to the airfoil surface. The pressure oscillations influence
directly the airfoil pressure distribution and lead to an inaccurate computation of the airfoil
aerodynamic load, yielding the AUSM™ scheme unusable for the present model. The modified
AUSM*-up performs satisfactorily, as it produces a smoother static pressure distribution
virtually free of spurious oscillations. The rate of convergence is demonstrated in Fig. 5 by
means of density residuals. While the AUSM® scheme stops converging after 70 000
iterations, the AUSM™-up scheme shows a steady convergence with residuals still diminishing
after having dropped by 6 orders of magnitude. Note that the second order reconstruction is
not employed in either of the cases, as it caused the AUSM™ scheme to diverge. All other
computations performed in this paper employ the AUSM™-up scheme with reconstruction.

The comparison of computations performed on two grids with different level of refinement is
shown in Fig. 6. The isolines of pressure c, are plotted, employing the definition

o = P — Drs
P11 ’ (28)
jppsufef
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where the reference velocity u,.r = /ufFS + U3 ps.

The discrepancy in the pressure field captured on the two grids with 256x24 and 516x49 cells
is negligible, indicating that even the coarser grid is sufficiently refined.

This conclusion is further supported by the airfoil surface static pressure and velocity
distribution, presented as a function of airfoil chord in Fig. 7. The pressure coefficient in
Fig. 7 (a) shows close agreement between the results on the two grids and the only notable
discrepancy occurs in terms of the pressure minimum at 10%C,, which is by 2.4% more
pronounced on the fine grid.

AUSM+
AUSM+-up

~

1 1 1
0 200000 400000 600000
iterations

Fig. 5: Comparison of density residuals for AUSM+ and AUSM+-up schemes for u; pg =
30m/s

Fig. 6: Isolines of nondimensional pressure p/prs On a coarse and fine grid

Validation is provided by the experimental data of Benetka [31] which agree remarkably
closely with CFD everywhere apart from the pressure minimum between 10% and 30% of
Cqx- This underprediction of the pressure drop is not exclusive to the numerical model
employed in this work and it is reported also in works of other authors using both inviscid
[24] and viscous [7] flow solvers. A close match within 1.3% between numerical and
experimental results [32] is found in terms of the non-dimensional squared velocity Q2 =
(uf + u3)/uZ,;, plotted in the Fig. 7 (b).
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Fig. 7: Distribution of airfoil pressure coefficient ¢, and non-dimensional velocity squared
Q? on a coarse and fine grid, compared with experimental data of Luchta [32] and
Benetka [31]

3.2 Prescribed Oscillation of Airfoil

This chapter presents the unsteady flow solution for a vibrating airfoil with prescribed
harmonic oscillations around elastic axis. The vertical position of the elastic axis is fixed to
h = 0 m and the rotation angle ¢ is defined as

¢ = ¢ (2rf1), (29)

with the pitching magnitude ¢™%9= 3 and frequency f = 30 Hz.

The airfoil chord length is ¢ = 0:1322 m and the position of elastic axis is £z ,= 0:25c (Fig. 2).
The inlet boundary conditions are defined by the free-stream flow quantities prg = 1:225
kg/m®, ups = [136; 0] m/s, prspFS = 101325 Pa.

The unsteady evolution of pressure coefficient c, is for each point on the airfoil surface
approximated as

cp(t) = ™ + ¢, "7 - sin(2mft + c;f), (30)

where f is the prescribed frequency of airfoil vibration, ¢;***" is the time-averaged value of

¢p, and the magnitude of oscillations ¢, “? and the phase-shift c;f are obtained by the least-
sguares method.

The latter three quantities are plotted in Fig. 8 together with experimental results of Benetka
[33] and Triebstein [34].

The time-averaged pressure coefficient shown in Fig. 8 (a) matches well with experimental
data, although the minimum at 15% C,, is less pronounced. Similar discrepancy between
numerical and experimental data was already discussed for the steady solution in Section 4.1.
The magnitude of ¢, oscillations plotted in Fig. 8 (b) is scaled to the pitching magnitude of 1
radian, i.e. multiplied by 180/7/¢™9. The numerical predictions capture the trend of ¢,** in
agreement with the experimental results, although its magnitude is under predicted by up to
50% in the first half of Cjx.
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Fig. 8: Mean value, magnitude and phase shift of ¢, during forced rotation. Comparison of
CFD with experiments of Benetka [33] and Triebstein [34]

Both experimental and numerical data show that the phase-shift of c, is negative near the
airfoil leading edge and increases towards the airfoil trailing edge. However, while both sets
measurements indicate that the phase-shift reaches positive values in the aft part of chord, the
numerical prediction remains negative along the full chord length. The discrepancies can be
explained by the lack of viscous flow modelling and by the difference in the size of the
experimental test section and of the computational domain. While the experimental channel
extends only 2.3 chord lengths up and down from the airfoil in vertical direction, the
corresponding dimension of the computational domain is 10 chord lengths.

3.3

The flow induced vibrations of an airfoil with two degrees of freedom are described in this
chapter. We consider an airfoil section extruded by | = 0.05 m, with a weight m = 0.086622
kg, a static moment to elastic axis Sy = -0.000779673 kg m, a moment of inertia to elastic
axis I,=0.000487291 kg m?, a chord length ¢ = 0.3 m, a stiffness of support k= 105.109
N/m in vertical displacement and kg4= 3.695582 Nm/rad in rotation and the respective

damping bph = €kpp, b= €kgpg, With € = 1073, The positions of the elastic axis and center of
gravity are ég4= 0.4c and &, = 0.37c respectively, measured from the airfoil LE (Fig. 2). The
remaining inlet conditions are defined by the free-stream quantities pr¢= 101325 Pa and
prs= 1.225 kg/m®. The horizontal component of the freestream velocity uy ps I varied, while

Airfoil Motion with Two Degrees of Freedom



the vertical component u,rs= 0 m/s. The initial condition is obtained by running a
computation with the airfoil in a fixed position until the solution converges to a steady-state.

The airfoil motion is described either by the non-linear (Eqg. 9) or by the linearized (Eq. 10)
equations of motion. Figure 9 compares the solutions obtained using these two definitions of
airfoil movement for a freestream velocity u,; rs= 43 m/s and an initial airfoil displacement
ho = 0:05 m and pitching angle ¢o= 6°. The temporal evolutions of the vertical displacement
and pitching angle are plotted in Figs. 9 (a) and 9 (b) respectively. The linearization of the
equations was performed under the assumption that the magnitude of the pitching angle ¢ is
small and the evolutions of both quantities show that the solution is consistent with the
original non-linear equations for ¢p < 13°. However, as the equations are solved numerically
in either case, it is possible to use the non-linear equations without any computational penalty.
The integration in time is performed using either the explicit Euler or the RK4 scheme (Eqgs.
24 and 27). The figures show only the results of the latter one, as the solution obtained by the
Euler scheme matches so closely that it would not be discernible within the figure resolution.
This results from the small time step of the order 107 s, necessary for the stability of the
explicit temporal integration schemes.
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Fig. 9: Vertical displacement and rotation angle of flow-induced airfoil vibrations with

uy ps = 43 m/s using linearized and non-linear equations of airfoil motion

The dynamic behaviour of the system for different free-stream velocities ranging from
ups = 30 m/s to ups = 45 m/s is plotted in Fig. 10 by means of the airfoil displacement h (a)
and pitching angle ¢ (b). The initial airfoil position is hg = 0.05 and ¢,= 6° in all cases, the
airfoil motion is described by the non-linear equations and the integration in time is
performed by the RK4 method. The two cases with low freestream velocities, 30 and 35 m/s,
exhibit a stable behaviour with both the airfoil vertical displacement h and the pitching angle
¢ converging to zero values. An increase of freestream velocity to 40 m/s results into an
unstable behavior with both parameters diverging, although the airfoil oscillations are damped
and flutter does not occur. This is in agreement with the results from NASTRAN cited in
Honzatko’s work [24], predicting a torsional divergence to occur at uzs= 37.7 m/s and flutter
at upg= 42.4 m/s. According to this prediction, the last two plotted cases with freestream
velocities of 43 and 45 m/s should be above the flutter boundary. The plots show that the
damping of oscillations becomes substantially weaker with increasing freestream velocity,
however, due to the presence of the torsional divergence it is not possible to safely conclude
whether flutter actually occurs.
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Fig. 10: Vertical displacement and rotation angle of flow-induced airfoil vibrations for
varying u; rs

Conclusions

This paper presents results of a fluid-structure interaction model applied to the solution of
flow-induced vibrations of a NACA 0012 airfoil on elastic support with two degrees of
freedom. The inviscid flow model is based on the Euler equations and solved numerically by
the FVM in ALE formulation. The strong two-way coupling between structure and fluid is
realized via the aerodynamic loads transmitted to the structure and via the fluid-domain
deformation due to the airfoil movement. The model was successfully validated by
experimental data on a steady-state solution and on a test-case with forced harmonic
vibrations of the airfoil. The results showed that using the AUSM™ scheme for low-speed flow
regimes leads to a presence of spurious pressure oscillations which are removed by the
modified AUSM*-up scheme. The predictions of the fluid-structure interaction model were in
agreement with the results of other authors, showing a stable behaviour of the system for low
incoming flow velocities and a torsional divergence together with a weaker damping of
oscillations for higher flow velocities.
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Nomenclature

a speed of sound

ALE Arbitrary Lagrangian-Eulerian
byy  damping in rotation

by, ~ damping in vertical displacement
c airfoil chord length

C. axial chord coordinate

Cp pressure coefficient



CFD Computational Fluid Dynamics

CG  center of gravity

CSM Computational Structural Mechanics
d distance

e internal energy

es total energy

EA  elastic axis

F flux vector
f frequency of airfoil oscillations
E, lifting force

FEM Finite Elements Method
FVM Finite Volumes Method
GCL Geometric Conservation Law
h vertical displacement of airfoil
Iy airfoil moment of inertia to EA
kgp  stiffness in rotation
knn  stiffness in vertical displacement
I airfoil depth
LE airfoil leading edge
m mass of airfoil
m mass-flow
M pitching moment

normal
NLH Non-Linear Harmonics

p static pressure

Q non-dimensionalized velocity
R vector of residuals

S ALE velocity

Se airfoil static moment to EA

t time

u velocity

W vector of characteristic variables

Greek symbols

Poisson constant

computational domain

domain boundary

density

coordinate along airfoil chord from LE

o =

Sub- and Superscripts

0 initial

Ya evaluated on the interface

Fs free-stream

| inlet

LR evaluated in one of the interface-adjacent cells
M4 magnitude

meah  time-averaged

o outlet



relative
reference
wall

phase-shift
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NUMERICKA SIMULACE AEROELASTICKYCH UCINKU PRO PROFIL KRIDLA S DRUHYM
STUPNEM VOLNOSTI

Zvysovani vykonu parnich turbin vede k navrhu nizkotlakych stupiit o velkém primeéru,
vyznacujicich se dlouhymi a tenkymi lopatkami. Interakce pevnych téles s proudénim miize
zpusobit vibrace, které maji za nasledek snizenou zivotnost stroje kviili tinavé materialu. Tato
prace predstavuje matematicky model interakce pevného télesa s tekutinou, navrzeny za
ucelem zkoumani vibraci zpisobenych proudénim. Model je zde aplikovan na zjednoduseny
testovaci piipad osamoceného profilu leteckého kiidla. Model proudéni je zalozen na
Eulerovych rovnicich v Arbitrary Lagrange-Euler formulaci, diskretizovanych metodou
kone¢nych objemi. Jeho validace je provedena prostiednictvim srovnani s experimentalnimi
daty a s numerickymi vysledky jinych autord.

NUMERISCHE SIMULATION AEROELASTISCHER WIRKUNGEN FUR DAS PROFIL
DER TRAGFLACHE MIT DEM ZWEITEN FREIHEITSGRAD

Die Erhohung der Leistung von Dampfturbinen fithrt zum Entwurf von Niedrigdruckgraden
mit einem grofen Durchschnitt. Diese Grade zeichnen sich durch lange und diinne Schaufeln
aus. Die Interaktion der Festkorper mit der Strdmung kann Vibrationen erzeugen, welche eine
kiirzere Lebensdauer der Maschine auf Grund von Materialermiidung zur Folge haben. Diese
Arbeit stellt ein mathematisches Modell der Interaktion des festen Korpers mit Fliissigkeit
vor, welches zum Zweck der Erforschung von durch Stromung verursachten Vibrationen
entworfen worden ist. Das Stromungsmodell basiert auf den Eulergleichungen in der
Arbitrary Lagrange-Euler-Formulierung, welche durch die Methode der endlichen Inhalte
diskretisiert werden. Die Validierung des Stromungsmodells wird mittels Vergleich mit den
experimentellen Daten und mit den numerischen Ergebnissen anderer Autoren durchgefiihrt.

NUMERYCZNA SYMULACJA AEROELASTYCZNEGO ODDZIALYWANIA NA PROFIL
SKRZYDLA Z DRUGIM STOPNIEM SWOBODY

Zwigkszanie mocy turbin parowych skutkuje projektowaniem stopni niskocisnieniowych
0 duzej $rednicy, charakteryzujacych si¢ dlugimi i cienkimi topatkami. Interakcja ciat statych
ze strumieniem powietrza (wiatrem) moze wywola¢ drgania, ktére wptywaja na skrocenie
okresu wytrzymatosci maszyny z powodu zmeczenia materiatu. Niniejsze opracowanie
przedstawia matematyczny model interakcji ciata stalego z ptynem, opracowany w celu
badania drgan spowodowanych przeptywem powietrza. Model mozna zastosowaé do
uproszczonego testowania samodzielnego profilu skrzydla samolotu. Model przeptywu
powietrza bazuje na réwnaniach Eulera w procedurze Arbritrary Lagrange-Euler (ALE),
zdyskretyzowanych metoda objetosci skonczonych. Jego walidacje przeprowadzono w drodze
poréwnania z danymi do§wiadczalnymi i numerycznymi wynikami innych autorow.
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Abstract

There have been tried many types of micro-capillaries, square or round and with different
sizes of inner diameter. In which a cavitation bubble was created. The purpose of these
experiments was to observe the velocity of the shock wave just after the initial cavitation
bubble the rebound ones inside the micro-capillary and outside the micro-capillary. The most
of the method was spark to induced superheat limit of liquid. Here we used the laser-induced
breakdown (LIB) method. There were described the set cavitation setting that affects the
stability and size of the bubble. We used here shadowgraphy setup for visualized the
cavitation bubbles and shock wave with a camera. There were observed time development of
the shock wave velocity; the velocity of the initial shock wave inside the micro-capillary was
higher than the shock velocity outside the micro-capillary.

Keywords
Shockwave; Cavitation; Explosion bubble; Laser-induced breakdown (LIB).

Introduction

Cavitation can be defined as a collection of effects connected to the origin, activities and
collapse of macroscopic bubbles in liquid. In nature and in real applications cavitation
bubbles usually create a cloud, nevertheless, bubbles are not separated. The bubbles create
structures which act collectively, however the essential elements of these structures are the
individual bubbles. The cavitation phenomena have a great potential to be utilized in the
industry, medicine, biology, pharmacy, or tissue engineering [3-4].

The research in the field of cavitation previously focused mainly on the investigation of
bubble behavior in the vicinity of rigid or flexible boundaries and the bubble behavior in
various liquids; [1-2] however, the current investigations also require the description of the
shock waves to be included. The definition of the shock waves response can help in
development of new, more resistant structures or layers. The key in understanding of
cavitation shock waves interaction with various materials is investigation of impact of an
individual shock wave inside a micro-cappilary.
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We are still not able to produce a single controllable bubble according to the cavitation
definition, by pressure decrease in the liquid volume even though the current state of
technology is at a very high level [1-3]. Most methods, such as spark or laser generated
bubbles, are based on evaporation of a small volume of liquid, which is closer to the boiling.
Another method closer to the cavitation definition is the bubbles generated by the ultrasonic
field, but in this case it is almost impossible to produce a single bubble. In any case, we use
the technique of laser-induced breakdown (LIB), where is still a lack of information in the
experimental part of the bubble cavity investigation [1-2].

LIB is a convenient method for generating a single cavitation bubble that can be very
accurately geometrically positioned in a volume of liquid and inside a glass tube [6-10]. The
LIB method, using ultrashort pulses of millijoules energy, enables to generate a cavitation
bubble. This method also generates natural plasma, as in thermal breakdown. Moreover, if the
pulse exposure is from microseconds to femtoseconds, the plasma is in the form of optical
breakdown. Multi-photon and cascade ionization occur directly during the LIB. Furthermore,
impurities of the medium, spot size, light wavelength and the pulse width during the
breakdown play important role. Kennedy [6] explains the entire mechanism of ionization in
more detail.

Propagation of shock waves in complex media is one of the most important topics of current
shock wave research. Investigation of shock wave emission in distilled water during the first
bubble collapse. Shock waves generated by LIB in a glass tube filled with water are
investigated experimentally.

1 Experimental

The experiment contains two lasers, a camera and a function generator. One laser serves to
generate plasma, shock waves and cavitation bubbles in the liquid by means of the laser-
induced breakdown the method. The second laser is double-pulse and is used to illuminate the
glass tube in a cuvette for camera to take photos. The function generator serves time
synchronization between the lasers and the camera.

1.1 Shock Waves in a Micro-Capillary

Shock waves propagation in the micro-capillary is seen in Fig.1. Frame (A) shows laser
induced plasma in focal point that leads to a shock wave. In frame (B) shock wave induces a
cavitation bubble. Frame (D) shows reflection from capillary walls. In frame (F) mutual
interaction of shock waves is seen. In (G) there is rarefaction wave at cross-section. And in
the last frame evolution of gas bubbles is seen [13-14].
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Fig. 1: Propagation of shock wave in a micro-capillary

1.2 Laser Induced Breakdown

Focusing the laser light through suitably designed optics is the most often produced optical
breakdown in the liquid. Kennedy [7] described in detail the laser induced breakdown in
aqueous media and its collateral effects. In addition, Vogel in [11] and [12] described the
energy distribution during the growth and collapse of a laser induced bubble.

In our case we used a short pulse (t = 6 ns) high power laser (A = 532 nm). The 6 ns short
laser pulse was generated using the Q-switched Nd: YAG New Wave Solo 111 PIV pulse laser.
This laser worked with one cavity for single shot generation on the wavelength of 532 nm.
The Q-switch signal synchronized the camera running in a triggering mode with laser.



1.3 Optical Setup

Laser-induced breakdown (LIB) was set as an optical direct way and is seen in Fig. 2. The
outlet diameter of the laser beam was 5 mm with Gaussian characteristics of the intensity.
This arrangement was followed by a concave lens fs = 20 mm and two plano-convex lenses fs
=60 mm and fs = 40 mm of 1 inch diameter. The focused laser beam created the laser point —

probe (diameter < 0.1 mm).
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Fig. 2: The optical setup of LIB technique

1.4 Visualization Setup

Here we used a shadowgraphy setup (Fig. 3) for the shock waves visualization. This setup
consists of a Nd: YAG INNOLAS pulse laser, set with DCM dye and optical filter. Opposite
to the illumination laser a source CCD camera IMAGER with a microscope was placed. This
camera was working in a triggering mode with a resolution of (640 x 480) pixels, and the
dynamic range of 12 bit. The camera exposure time was twice 100 ns with a 100 ns time
break.
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Fig. 3: The experimental setup of the visualization system
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Fig. 4: Evolution of the shock waves ina micro-éapillary

2 Results

There is the plasma generated in the spot due the concentration of the laser energy and the
plasma is visible due the emission. The pressure in liquid increase to 103 bar, and temperature



to 103 K in the spot volume. This leads to plasma expansion at supersonic velocities,
producing an acoustic shock wave followed by cavitation bubble effect. It is important to
mark for the figure 4 that the laser light comes from the bottom side in the pictures.

Figure 4 presents a selected part of a series of images which has an internal frame time of 200
ns and an exposure time of two times of 6 ns. The bubbles have been generated with laser
energy of 5.6 mJ. The first frames in the time of t, show the position of the optical
breakdown. The last frames in the time of t6 show the enlargement of the cavitation bubble,
which is very close to maximum, and the frames between them show the evolution of shock
wave inside the micro-capillary and outside the micro-capillary.

The frames in time t; show the generated bubble and its shock wave. This shock wave is
captured in time 700 ns after the optical breakdown and in the same frame we can see the
same shock wave for another 200 ns. The image at time t, represents the shock wave progress
in additional after 500 ns. In the frames in the t; — t, time, it can be seen that the shock waves
are reflected from the inner wall and move towards the bubble. Shock wave reflections occur
later at the tube with a larger inner diameter. Moreover, in the smaller tube there is higher
pressure. After the reflection of the shock waves from the wall of tube hits the bubble and
gradually come into contact with each other, complex wave structures occur. After reflection
of the colliding shock waves, first vapor bubbles become visible in the frame with tube in
time t4, then increase in number and diameter in frame with tube in time ts — te.

Figure 4 in the frame in the time t; also shows the velocity of shock wave in the tube and
outside of the tube, because we know the time and the sub-pixel resolution. The velocity of
the shock wave is seen in Table 1, where we can see that velocity of the initial shock wave
inside the micro-capillary was higher than the shock velocity outside the micro-capillary. Also
the shock velocity as a function of time depends on the tube diameter as well the 'bubble
leakage’ after some microseconds.

Figure 5 shows the original pictures transformed to binary for calculation of the magnitude of
the velocity of shock wave and the size of the bubble volume.

Inner diameter
Out of tube of the tube 1 mm

- -
o H

Inner diameter Inner diameter
of the tube 2 mm of the tube 3 mm

1 mm
1mm

Fig. 5: Original pictures (from time t1) transformed to binary.

Unfortunately, after transforming the original image to binary, the shock waves reflected from
the inner wall of the tube cannot be seen. But for measurement of velocity of shock wave this



is very convenient. The velocity of the shock wave can seem the same, but the velocity is
different, and it even depends on the diameter of the tube.

Figure 6 shows modified binary pictures. In these pictures tubes and shock waves for volume
calculation are removed.
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Fig. 6: Binary pictures (from time t1) for volume calculation.

Conclusions

The visualization of cavitation bubbles and shock wave is very important and useful tool in
study of cavitation process. Here we use several types of tubes where we compare the
behavior and velocity of the shock wave. Velocity of propagation of shock wave in the
cuvette filled with water corresponds to the speed of sound in liquids, i.e. 1500 m/s. But the
velocity of shock wave in the micro-capillary is higher. It is because of pressure increase at a
smaller spot, and also that shock velocity is a function of time and depends on tube diameter
as well as on ‘bubble leak’ after several microseconds. The volume in table 1 was obtained by
calculating the pixel area of captured image in Figure 6 by the approximation of the sphere.

Tab. 1: Velocity of shock wave.

Images in the time t, Out of the tube | 1 mm tube |2 mmtube |3 mm tube
Sub-pixel resolution 1 mm = 150 px 1 mm =150 px | 1 mm =150 px | 1 mm = 100 px
Velocity of shock wave [m/s] | 1500 + 67 1600 + 67 1667 + 67 2000 + 100
Time [s] 2.107 2.107 2.107 2.107
Distance [m] 3.10° 3,2.10° 3,3.10° 4.10°
Volume of bubble [mm?] 0,015 0,014 0,015 0,016

However, in spite of these results in Figure 4, it is not yet clear whether the vapor bubbles
emerge due to the pressure reduction on the vertical axis from the evaporation in the liquid or
from the leakage of the cavitation bubble. Therefore, there will be a great interest in more
detailed research with the use of a high-speed camera.
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LASEROVE VYGENEROVANA PLASMA NASLEDOVANA RAZY A ZVYSENOU
KAVITACNI BUBLINOU V MIKROKAPILARE

Bylo testovano mnoho typt mikrokapilar, ¢tvercovych, kulatych a riiznych velikosti vnitiniho
priméru, ve kterych byla vytvofena kavitaéni bublina. UGelem tchto experimentdi bylo
sledovat rychlost razové viny tésné po pocatecni kavitacni bubliné a odrazové viny uvnitf
I va¢ mikrokapilar. Hlavni metodou byla jiskra indukovaného limitu piehtati kapaliny. Zde
jsme pouzili metodu rozbiti indukovanou laserem (LIB). Bylo popsdno nastaveni kavitace,
které ovliviuje stabilitu a velikost bubliny. Pro snimani bublinek kavitace a razové viny jsme
pouzili radiografické nastaveni s kamerou. Byl pozorovan ¢asovy vyvoj rychlosti razové viny;
rychlost pocate¢ni rdzové viny uvnitf mikrokapildry byla vys§i nez rychlost rdzu mimo
mikrokapilaru.

LASERGENERIERTES PLASMA, GEFOLGT VON STOSSEN UND EINER ERHOHTEN
KAVITATIONSBLASE IN EINER MIKROKAPILLARE

Es wurden viele Typen von Mikrokapillaren getestet, quadratische, runde und verschiedene
Groflen des inneren Durchschnitts, in welchen eine Kavitationsblase gebildet wurde. Der
Zweck dieser Experimente bestand in der Beobachtung der Geschwindigkeit der Stowelle
gleich nach der anfianglichen Kavitationsblase und der Abprallwelle innerhalb und auflerhalb
der Mikrokapillare. Die Hauptmethode bestand im Funken des induzierten Limits der
Uberhitzung der Fliissigkeit. Hier haben wir die mit dem Laser induzierte Methode des
Zerschlagens (LIB) angewendet. Es wurde die Einstellung der Kavitation beschrieben, welche
die Stabilitdt und die GroBe der Blase beeinflusst. Fiir die Abnahme der Kavitationsblase und
der StoBwelle haben wir eine radiografische Einstellung mit der Kamera benutzt. Es wurde
die zeitliche Entwicklung der Geschwindigkeit der StoBwelle beobachtet; die
Geschwindigkeit der anfanglichen StoBwelle innerhalb der Mikrokapillare war hoher als die
Geschwindigkeit des Stof3es auBerhalb der Mikrokapillare.

LASEREM WYGENEROWANA PLAZMA POCIAGAJACA ZA SOBA FALE UDERZENIOWE
| ZWIEKSZONY PECHERZYK KAWITACYJINY W MIKROKAPILARZE

Testowi poddano wiele rodzajow mikrokapilar, kwadratowych, okragtych 1 o réznych
wielkosciach wewnetrznej $rednicy, w ktorych powstal pecherzyk kawitacyjny.
Doswiadczenia te mialy na celu zbadanie predkosci fali uderzeniowej powstajacej tuz po
poczatkowym pecherzyku kawitacyjnym oraz odbicia fali wewnatrz 1 na zewnatrz
mikrokapilary. Gléwng zastosowang metoda bylo wywotanie indukowanej granicy
przegrzania cieczy. W tym przypadku zastosowaliémy metod¢ rozbicia indukowang laserem
(LIB). Opisano charakterystyke kawitacji, wptywajaca na stabilnos¢ 1 wielko$¢ pecherzyka.
Do badania pecherzykow kawitacyjnych 1 fali uderzeniowej zastosowaliSmy radiografi¢
Z kamerg. Obserwowano ksztattowanie si¢ szybkos$ci fali uderzeniowej w czasie. Predkos¢
poczatkowej fali uderzeniowej wewnatrz mikrokapilary byta wigksza od predkosci uderzenia
poza mikrokapilarg.
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Abstract

A Mach-Zehnder interferometer system combined with a high-speed camera is applied for a
shock train in a constant-area straight duct to clarify its unsteady characteristic in which just
upstream of the shock train the freestream Mach number is 1.44, the unit Reynolds number is
497 x 107 m™, and the boundary layer thickness is 0.472 mm. An instantaneous two-
dimensional density field in the shock train is quantitatively obtained with high spatial
resolution. The present Mach-Zehnder interferometer system is found to be effective for
unsteady density measurements in shock-dominated flows in a two-dimensional duct. The
oscillatory characteristic of each shock in the shock train is demonstrated by power spectral
analysis of the unsteady density field.

Keywords

Shock train; Supersonic flow; Unsteady flow; Mach-Zehnder interferometer; Density
measurement.

Introduction

Over the past few decades, the development of dual-mode scramjet engines for realizing next-
generation propulsion systems has been aggressively conducted. Dual-mode scramjet engines
provide a practical solution to supersonic flight by operating under a wide range of Mach
numbers. In the ramjet mode, the incoming air is compressed through shock trains known as
precombustion shocks before entering the combustion chamber. To isolate the effect of flight
conditions on shock trains, a nearly constant area duct referred to as an isolator is placed
between the inlet and the combustor [1].

Matsuo et al.[2] have reviewed past experimental, theoretical, and numerical investigations on
the subject of shock trains and showed that when a normal shock in a constant-area straight
duct is strong enough to separate the boundary layer, the shock is bifurcated and one or more
shocks appear downstream of the bifurcated shock. A series of repeated shocks has been
called in many ways by many researchers, multiple shocks, shock systems, for example.
Matsuo et al. referred to such a series of repeated shocks as a shock train in their review paper
in 1999 [2]. The shock train is followed by a pressure recovery region contributed to mixed
supersonic-subsonic if the duct is long enough. Therefore, the effect of the interaction extends
over a great distance and the flow is decelerated from supersonic to subsonic through the
whole interaction region. In this sense, the interaction region including the shock train in it is
called “pseudo-shock”. However, the term “shock train” as well as “pseudo-shock” has been
used in confusing way even now.

Under certain operating conditions shock trains or pseudo-shocks are widely observed in
various fluid machineries such as supersonic intakes, supersonic diffusers and high-pressure
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pipe lines, strongly affecting local heat transfer rates as well as aerodynamic loading. Most of
the research so far has focused on time-averaged characteristics of shock trains including the
length of a pseudo-shock and pressure distribution along the duct wall, the structure of shock
trains by Schlieren visualization. In addition, from studies conducted mainly in the Japanese
research institutions including Kyushu University, Tokyo Institute of Technology, and
Muroran Institute of Technology, it is widely recognized that a shock train oscillates across its
time-mean position and extreme pressure fluctuation caused by the shock train oscillation,
induces vibration of the machineries or causes heavy sound noise to be emitted into the
atmosphere [2]. In recent years, the physics on the behavior of an unsteady shock train has
attracted much attention from researcher community engaged in the design of scramjet
engines all over the world [3-9], because higher engine thrust can be achieved if a shock train
is confined to the isolator of the scramjet engine and shock train oscillations have a significant
effect on the unstart of the engine.

Previous research found that shock trains have two-types of unsteady motions: one is the self-
excited oscillation [10, 11] associated closely with the unsteadiness induced by the interaction
of a shock wave with a boundary layer, and the other is the forced-shock train oscillation [11,
12] contributed to fluctuating back-pressures. In most of the experimental studies on shock
train oscillations, wall pressure measurements were performed and hence, little is investigated
about the detail of unsteady characteristics inside of a shock train. Therefore, the aims of the
present study are to provide reliable experimental data for validating numerical simulations of
shock trains in internal gas flows and to clarify unsteady characteristics of the two-
dimensional density field in a shock train in which a Mach-Zehnder interferometer system
combined with a high-speed digital camera is utilized. The wedge fringe method is applied to
perform the fringe shift analysis of the interferogram for density fields. The two-dimensional
unsteady density field including the shock-train is for the first time elucidated by the present
experiment.

1 Experimental Apparatus

Experiments were carried out in a blow down facility with a Mach-Zehnder interferometer
system of High-Speed Gasdynamics Research Laboratory at the University of Kitakyushu. A
schematic diagram of the experimental apparatus is shown in Figure 1. The air supplied by a
compressor that pressurizes the ambient air up to 1 MPa is filtered, dried and stored in a
reservoir with a total capacity of 4 m3. The high-pressure dry air from the reservoir is
stagnated in a plenum chamber shown in Figure 1 and then discharged into the atmosphere
through a test section. In the present experiment, the plenum pressure is controlled and
maintained constant during the testing by a solenoid valve. The operating pressure ratio pPos/Po
of plenum pressure pos to back pressure pp was held constant at 1.7.

Figure 2 shows a schematic diagram of the test section. The test section consists of a Laval
nozzle followed by a constant-area straight duct. The nozzle is designed by the method of
characteristics to provide uniform and parallel flow at the nozzle exit plane and its design
Mach number is 1.5. The nozzle has heights of 4.24 mm and 5 mm at the throat and exit,
respectively, a constant width of 13 mm over the full length from the inlet to exit. The
constant-area duct with a height of 5 mm and a width of 13 mm is connected to the exit of the
supersonic nozzle. The duct has 40 static pressure measuring locations with a tap of 0.5 mm
in diameter along the center line of the upper and lower walls at an equal interval of 1 mm
over the range from x = 0 mm to x = 39 mm. Each static pressure tap is connected to the
digital pressure sensor (Yokogawa Model MT220) with uncertainty of£50 Pa through a
polyvinyl chloride tube with an inner diameter of 0.7 mm and a length of 500 mm. The
dashed line in Figure 2 indicates the range of an optical window for flow visualization.
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2 Mach-Zehnder Interferometers

As shown in Figure 3, a Mach-Zehnder interferometer system combined with a high-speed
digital camera is used to measure an unsteady two-dimensional density field including a shock
train and a He-Ne laser is utilized as a light source. Mach-Zehnder interferometers can
estimate the unsteady features of the whole density field in the duct including the shock
displacement by analyzing the fringe shift from a reference image. The wedge fringe method
can measure density more minutely than the infinite fringe method by analyzing a fringe shift
and it is also capable to capture density fields with high spatial resolutions, therefore, in the
present work, the wedge fringe method is employed for the fringe shift analysis. Visualization
of the shock train for a specified operating pressure ratio is recorded in 20,000 pictures with
2,000 frames per second. The effective spatial resolution of the present imaging system is 22
pixel/mm or 0.045 mm/pixel. Using the present Mach Zehnder system, the instantaneous
position of each shock in the shock train and the corresponding frequency can be measured
with high spatial and temporal resolution.

High speed Phase shift
He-Ne laser camera ()= 27Ax
Fringe intensity o(x.y)= b Background
) fringe
Focusing
lens \ D(;formcd
. Beam hy Iringe
Concave Mirror | splitter 2 t ' -
lens = Wavelength of </’
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Collimating @ A
lens o f Test scction| ]—|—> I
5 : : 4 an
g 4 ' 4
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s Background fringe Deformed fringe _
Mirror 0 Beam splitter 1 Mirror 2 Figq. 4° Back d and def d\f .
Fig. 3: Mach-Zehnder interferometer 'g. 4. Background and detormed iringe

system patterns

The analytical procedure for interferograms obtained from experiments is divided into two
steps, which are the fringe shift analysis and density calculation from the fringe shift, see
Figure 4. The former is done using the Fourier transform method, which is presented by
Takeda et al. [13] and can obtain a fringe shift two-dimensionally with a high space
resolution. The latter is done under the assumption that a flow field is two-dimensional. The



guantitative methodology of extracting the two-dimensional density field in the test section is
described below.

The intensity profile g(x, y) of the deformed fringe pattern can be given by
9, y) = go(x, y) + g1(x,¥)cos[kox + Ap(x, y)] (€

with the phase shift A@(x,y) containing the desired information on the density field in the
test section where g, (x,y) and g, (x, y) represent unwanted irradiance variations arising from
the nonuniform light reflection or transmission when the test beam passes through the test
section, and ko = 2m/b. The coordinates x and y form the vertical plane, which is
perpendicular to the test beam propagation direction, and the z-axis is taken as the direction in
which the test beam propagates.

Eq. (1) is rewritten in the following expression
9, y) = go(x,y) + c(x,y) exp(ikox) + c*(x,y) exp(—ikox) 2

with
c(6,y) =501 (x,y) explido(x,y)] (3)

where i is the imaginary number and the asterisk * denotes a complex conjugate.
The Fourier transform of Eq. (2) with respect to x is given by
G(k,y) = Go(k,y) + C(k — ko, ¥) + C*(k + ko, ¥) %)

where the capital letters denote the Fourier transforms of the respective primitive functions
and k is the spatial wave number in the x direction. Since the spatial variations of, g,(x,y),
g1(x,v), Ap(x,y) and are slow compared with the spatial frequency ko when the interval
between fringes is sufficiently small, the Fourier spectra in Eq. (4) are separated by the wave
number ko and have the three independent peaks, as schematically shown in Figure 5 (a) [14].

We make use of either of the two spectra on the carrier, say C(k — kg, y), and translate it by
ko on the wave number axis toward the origin to obtain c(x, y), as shown in Figure 5 (b).

The unwanted background variation G,(k, y) has been filtered out in this stage by a pertinent
band pass filter. We compute the inverse Fourier transform of C(k, y) with respect to the k to
obtain c(x,y), defined by Eq. (3). Then we calculate a complex logarithm of Eq. (3) as
follows:

Inc(x,y) = IHM + idp(x,y) ®)

From Eq. 5, we can obtain the phase shift A@(x,y) in the imaginary part completely
separated from the unwanted amplitude variationg,(x,y) in the real part. The phase shift
Ap(x,y) is related to the density field through the Gradstone-Dale formula as follows:

Ap(x,y) K IW/Z

2 A

[p(x,y) — p.ldz (6)

-w/2

where w = 13 mm is the span-wise length of the test section, p, is the atmospheric density, Ao
is the wavelength of a light source in vacuum, and K = 2.2587.10* m%Kkg is the Gradstone-
Dale constant. Considering the two-dimensional refractive index field, i.e., independent of the
z axis, the density p(x, y) in the flow field is expressed by
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pCEY) = pu+ o Bp(x,Y) Q
Since Eq. (7) shows that the phase shift at a fixed time is directly proportional to the flow
density at the same time, characteristics of an unsteady flow field including a shock train can
be evaluated by examining the time history of the fringe shift. An image of the flow field in
the test section by the Mach-Zehnder interferometer is formed onto the CMOS sensor of a
high-speed digital camera (Photron, FASTCAM SA1.1) which records a JPEG RGB image
(24-bit each color) at a resolution of 1024 =288 square pixels. The plane of focus is located in
the front window of the test section. The RGB image is then turned into an 8-bit grayscale
image by a linear transformation. Therefore, the distributions of background and deformed
fringes with 256 different possible intensities can be calculated from the Mach-Zehnder
images for the density-field in the test section.
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Fig. 5: Fourier transform method fringe
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3 Results and Discussion

A typical interferogram before an experiment is performed (pos/pp = 1.0) is shown in Figure 6
(@) in which parallel fringes with an interval b perpendicular with respect to the duct
centerline can be observed where the x is the stream-wise distance from the test section inlet.
The interferograms visualized in Figure 6 (a) is called the background fringe. When the ratio
of plenum to back pressures increases to pos/p, = 1.7, deformed fringes of a two-dimensional
density field including a shock train with the flow from left to right are produced as shown in
Figure 6 (b) in which the plenum pressure pos is 172.2 kPa, the back pressure py is 101.3 kPa
(the atmospheric pressure), and the atmospheric temperature Ty, is 300.2 K.

The fringe displacements due to the interaction of a normal shock wave with a boundary layer
can also be clearly seen in an area between x = 20 mm and 30 mm and fringe displacements in
the stream-wise direction are almost symmetric with respect to the duct centerline. Although a
shock train consisting of around two shocks can be faintly visible in the test section, we
cannot obtain more information on the detailed structures of the shock train from this
interferogram alone.

A typical contour plot of the two-dimensional density field including a shock train in a
constant-area straight duct is presented in Figure 7 with the flow from left to right. The three



shock waves can be observed in the picture. The positions of each shock constituting the
shock train are indicated in Figure 7 as the downward arrows. Just upstream of the shock
train, the freestream Mach number M., is 1.44, the unit Reynolds number Re/m is 4.97 x 10’
m™, the boundary layer thickness &, is 0.472 mm, and the boundary layer displacement
thickness &%, is 0.189 mm. The first shock wave is bifurcated at the near the wall surface,
while following two shock waves are not. The structure of the two-dimensional density field
in the shock train and the downstream region is demonstrated in detail with hue spatial
variations.

2 gingk plkgm’| L3

I** shock 3" shock 08 09 10 11 12

x[mm ]
Fig. 7: Density contour map for shock train

The time-mean density distribution along the duct centerline in an unsteady density field
including a shock train is indicated in Figure 8 where the downward arrows show the time-
mean position for each shock in the shock train. It shows that a successive sudden increase in
the density is due to the presence of the successive three shock waves constituting the shock-
train. The steepest slope in the density is observed at the location of the first shock and the
slopes of the following shocks gradually decrease in the downstream direction because the
strength of the shock decreases toward the downstream. The density abruptly increases with a
density spike at the location just behind of the first shock and then decreases soon before
sudden increase again by the second shock and a similar density variation is repeated between
the successive downstream shocks. After the shock train region, the density continues to rise
gradually towards the downstream because of the mixing zone between supersonic flows near
the wall surface and subsonic flows after the shock train [1] and it finally becomes to be equal
to the atmospheric density at the nozzle exit.
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Fig. 8: Centerline density profile in shock train

The power spectral density distributions of the density fluctuation responsible for the
oscillation of each shock in the shock train are given in Figure 9 where the density time
histories are captured at the time-mean position of each shock at the duct centerline. The first
shock wave oscillates at a dominant frequency of around 10 Hz and the second and third
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shocks also show almost the same dominant frequency. These dominant frequencies obtained
from the density fluctuations are of almost the same order of magnitude as those from wall
pressure measurements in a past research [1].
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Fig. 9: Power spectral density for each shock in shock train

Conclusions

The Mach-Zehnder interferometer is effective in studying quantitatively the density fields in
supersonic flows at high precision and high spatial resolution. However, there has been
nopractical application of the Mach-Zehnder interferometer for shock trains. The present
study quantitatively observed the two-dimensional unsteady density field including a shock
train using a high-speed Mach-Zehnder system. The unsteady characteristic of each shock in
the shock train was shown by the power spectral density representation. As a result, it is found
that the present high-speed Mach-Zehnder system is an effective tool to investigate
quantitatively the dynamics of the interaction of a shock wave with a turbulent boundary layer
in a two-dimensional confined duct.

This research is an extension of the previous experimental study [15] in which the rainbow
Schlieren deflectometry was applied for measurements of the density field in a shock-train
and time-mean flow characteristics of the shock train were quantitatively captured. The
present results from the Mach-Zehnder interferometer will be compared with those from the
rainbow Schlieren deflectometry in the near future.
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Nomenclature

imaginary number

9o background intensity

91 amplitude of the intensity distribution of fringes

ko wave number

1) fringe shift distribution, rad

X stream-wise coordinate from the throat, mm

y vertical coordinate on lower wall, mm

Ao wave length of a light source in vacuum, nm

K Gladstone-Dale constant, m*/kg

w span-wise width of duct, mm

M Mach number

R gas constant, J/kg-K

Re/m unit Reynolds number, 1/m

T temperature, K

o* boundary layer displacement thickness, mm

o boundary layer thickness, mm

D density, kg/m®

pa  the atmospheric density, kg/m®

Subscripts

b value at surrounding air

0S total or stagnation state

1 just upstream of shock train

Literature

[1] MATUO, K.; MIYAZATO, Y.; KIM, H.-D.: Shock train and pseudo-shock phenomena
in internal gas flows. Progress in Aerospace Sciences. 1999, Vol. 35, Issue 1, pp. 33—
100. DOI: 10.1016/S0376-0421(98)00011-6

[2] GNANI, F.; ZARE-BEHTASH, H.; KONTIS, K.: Pseudo-shock waves and their
interactions in high-speed intakes. Progress in Aerospace Sciences. 2016, Vol. 82,
pp. 36-56. DOI: 10.1016/j.paerosci.2016.02.001

[3] LEE, H.J; LEE, B. J,; KIM, S. D.; JEUNG, I.-S.: Investigation of the pseudo-shock
wave in a two-dimensional supersonic inlet. Journal of Visualization. 2010, Vol. 13,
Issue 1, pp. 25-32. DOI: 10.1007/s12650-009-0008-3

[4] QIN, B.; CHANG, J.; JIAO, X.; BAO, W.; YU, D.: Numerical investigation of the
impact of asymmetric fuel injection on shock train characteristics. Acta Astronautica.
2014, Vol. 105, Issue 1, pp. 66—74. DOI: 10.1016/j.actaastro.2014.08.025

[5] XU, K.; CHANG, J.; ZHOU, W.; YU, D.: Mechanism of shock train rapid motion

induced by variation of attack angle. Acta Astronautica. 2017, Vol. 140, pp. 18-26.
DOI: 10.1016/j.actaastro.2017.08.009



http://dx.doi.org/10.1016/S0376-0421(98)00011-6
http://dx.doi.org/10.1016/j.paerosci.2016.02.001
http://dx.doi.org/10.1007/s12650-009-0008-3
http://dx.doi.org/10.1016/j.actaastro.2014.08.025
http://dx.doi.org/10.1016/j.actaastro.2017.08.009

[6] LI, N.; CHANG, J.; YU, D.; BAO, W.; SONG, Y.: Mathematical Model of Shock-Train
Path with Complex Background Waves. Journal of Propulsion and Power. Vol. 33,
Issue 2, pp. 468-478. DOI: 10.2514/1.B36234

[7] DENG, R.; JIN, Y.; KIM, H. D.: Numerical simulation of the unstart process of dual-
mode scramjet. International Journal of Heat and Mass Transfer. 2017, Vol. 105,
pp. 394-400. DOI: 10.1016/j.ijheatmasstransfer.2016.10.004

[8] SU, W.-Y.; CHEN, Y.; ZHANG, F.-R.; TANG, P.-P.: Control of pseudo-shock
oscillation in scramjet inlet-isolator using periodical excitation. Acta Astronautica.
2018, Vol. 143, pp. 147-154. DOI: 10.1016/j.actaastro.2017.10.040

[9] JIAO, X.; CHANG, J.; WANG, Z.; YU, D.: Periodic forcing of a shock train in a
scramjet inlet-isolator at overspeed condition. Acta Astronautica. 2018, Vol. 143,
pp. 244-254. DOI: 10.1016/j.actaastro.2017.12.005

[10] XIONG, B.; WANG, Z.-G.; FAN, X.-Q.; WANG, Y.: Experimental study on the flow
separation and self-excited oscillation phenomenon in a rectangular duct. Acta
Astronautica. 2017, Vol. 133, pp. 158-165. DOI: 10.1016/j.actaastro.2017.01.009

[11] XIONG, B.; FAN, X.-Q.; WANG, Y.; TAO, Y.. Experimental Study on Self-Excited
and Forced Oscillations of an Oblique Shock Train. Journal of Spacecraft and Rockets.
2018, Vol. 55, Issue 3, pp. 640-647. DOI: 10.2514/1.A33973

[12] XIONG, B.; WANG, Z.-G.; FAN, X.-Q.; WANG, Y.: Response of Shock Train to
High-Frequency Fluctuating Backpressure in an Isolator. Journal of Propulsion and
Power. 2017, Vol. 33, Issue 6, pp. 1-9. DOI: 10.2514/1.B36291

[13] TAKEDA, M.; INA, H.; KOBAYASHI, S.: Fourier-transform method of fringe-pattern
analysis for computer-based topography and interferometry. Journal of the Optical
Society ~of  America. 1982, Vol. 72, Issue 1, pp. 156-160.
DOI: 10.1364/JOSA.72.000156

[14] YAGI, S.; INOUE, S.; NAKAO, S.; ONO, D.; MIYAZATO, Y.: Optical Measurements
of Shock Waves in Critical Nozzles at Low Reynolds Numbers. Journal of Flow
Control, Measurement & Visualization. 2017, Vol. 5, Issue 2, pp. 36-50. DOI:
10.4236/jfcmv.2017.52003

[15] TAKESHITA, T.; TAKANO, H.; ONO, D.; NAKAO, S.; MIYAZATO, Y.: Rainbow
Schlieren visualization of shock trains in rectangular ducts. In: Proceedings of the 23"
International Symposium on Air Breathing Engines (ISABE 2017). [online]. 2017.
Available from WWW: https://www.isabe.org/

Taishi Takeshita; Shinichiro Nakao; Yoshiaki Miyazato


http://dx.doi.org/10.2514/1.B36234
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2016.10.004
http://dx.doi.org/10.1016/j.actaastro.2017.10.040
http://dx.doi.org/10.1016/j.actaastro.2017.12.005
http://dx.doi.org/10.1016/j.actaastro.2017.01.009
http://dx.doi.org/10.2514/1.A33973
http://dx.doi.org/10.2514/1.B36291
http://dx.doi.org/10.1364/JOSA.72.000156
http://dx.doi.org/10.4236/jfcmv.2017.52003
https://www.isabe.org/

PouziTi MACH-ZEHNDEROVA INTERFEROMETRU V RETEZCI RAZU VLN (,,SHOCK
TRAINS®) IZOLATORU

Systém Mach-Zehnderova interferometru kombinovany s vysokorychlostni kamerou se
aplikuje na fetézec razu (,,shock train“) konstantnim pifimém kanalu pro vyjasnéni jeho
nestabilni charakteristiky, kde je Machovo cislo 1,44, Reynoldsovo ¢islo je 4,97 x 107 m*
atloustka hrani¢ni vrstvy je 0,472 mm. Okamzitého dvojrozmérného hustotniho pole
V fetézci razu je kvantitativné dosazeno s vysokym prostorovym rozliSenim. Soucasny Mach-
Zehndertiv interferometricky systém se jevi jako ucinny pro méfeni nestalé hustoty v razové
dominantnich proudech v dvojrozmérmém kanélu. Oscilacni charakteristika kazdého razu
V razovém fetézci je demonstrovana vykonovou spektralni analyzou pole nestalé hustoty.

DIE VERWENDUNG DES MACH-ZEHNDER-INFEROMETERS IN DER KETTE VON
SCHOCKWELLEN (,,SHOCK TRAINS*) DES ISOLATORS

Das System des Mach-Zehnder-Interferometers ist mit einer Hochgeschwindigkeitskamera
kombiniert und findet Anwendung fiir die Kette von Schockwellen (,,shock trains®) in einem
konstanten direkten Kanal zur Kldrung seiner instabilen Charakteristik, wobei die Machzahl
1,44, die Reynoldszahl 4,97 x 107 m? und die Dicke der Grenzschicht 0,472 betriagt. Ein
sofortiges zweidimensionales Dichtigkeitsfeld in der Kette der StoBwellen wird quantitativ
mit einer hohen Raumunterscheidung erreicht. Das gegenwirtige Mach-Zehnder-
interferometrische System erweist sich als wirksam fiir die Messung unbestindiger Dichte in
stoBdominanten Stromungen im zweidimensionalen Kanal. Die Oszillationscharakteristik
eines jeden Stofes in der StoBkette wird durch eine Leistungsspektralanalyse des Feldes der
unbestindigen Dichte demonstriert.

ZASTOSOWANIE INTERFEROMETRU MACHA-ZEHNDERA W EANCUCHU FAL
UDERZENIOWYCH (,,SCHOCK TRAINS”) IZOLATORA

Zestaw interferometru Macha-Zehndera potaczony z szybka kamerg zastosowany zostat do
tancucha uderzen (,,shock train”) w staltym prostym tunelu w celu wyjasnienia jego
niestabilnej cechy, przy czym liczba Macha wynosi 1,44, liczba Reynoldsa wynosi 4,97 x 107
m'! a grubo$¢ warstwy granicznej to 0,472 mm. Pod wzgledem jakoSciowym,
natychmiastowe dwuwymiarowe pole gestosci powstaje w flancuchu uderzen z duza
rozdzielczo$cig przestrzenng. Obecny zestaw interferometru Macha-Zehndera wydaje sie¢
skuteczny w przypadku pomiardw niestabilnej gestosci w zdominowanych przez wstrzasy
przeplywach w dwuwymiarowym tunelu. Oscylacyjna charakterystyka kazdego wstrzasu
w tancuchu uderzen prezentowana jest poprzez analiz¢ spektralng pola niestabilnej gestosci.
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Abstract

Several control methods for the flow around a bluff body have been proposed in previous
studies. One such method is the forced reattachment method, which is a type of separated
shear layer control that uses a small rod. The small rod is placed in the optimal position on the
shear layer from a circular cylinder, thus dividing the shear layer into upper and lower parts.
The upper shear layer is supported and elongated by the small rod, and the lower shear layer
reattaches and adheres to the rear side of the cylinder. A large stagnant region forms behind
the cylinder. This method reduces drag and generates a lift, and is promising for bluff body
flow control. However, the forced reattachment phenomenon occurs only under certain
conditions. The aim of the present study was to clarify the rod position and diameter required
for forced reattachment.

Keywords
Circular cylinder; Flow control; Drag reduction; Fluid force; Flow visualization.

Introduction

Forced reattachment has been reported in previous papers as a unique flow control method
[1-5]. Figure 1 (a) is a flow visualization photograph demonstrating this phenomenon.
Figure 1 (b) shows a schematic of the forced reattachment phenomenon. A small rod is
positioned on the shear layer separated from the upper side of a circular cylinder. In this
setup, the upper shear layer is supported and elongated by the small rod, and the lower shear
layer reattaches and adheres to the rear side of the cylinder. A large stagnant region forms
behind the cylinder. This forced reattachment phenomenon is not an intermittent
phenomenon, and the wake motion is thus not active than that of a single circular cylinder [5].

Applying this control method, a drag is reduced and a lift force is generated. These facts
regarding the forced reattachment phenomenon have been numerically simulated in a previous
study [3]. Recently, the instantaneous characteristics of this method have been reported [5].

The forced reattachment phenomenon occurs only under certain conditions. The aim of this
study was to elucidate these conditions, which are related to the position and diameter of the
small rod. This paper presents the effect of the position and diameter of the small rod and a
mathematical representation of the condition for forced reattachment.

1 Experimental Device and Methods

The coordinate systems and notation used in the present study are shown in Figure 2. The
diameter D of the circular cylinder was 40 mm, and the diameter d of the small rod was varied
from 2 to 18 mm. The gap G between the cylinder and small rod was varied from 2 to 7 mm.
The angular position o of the rod was varied from 90° to 180°.
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Experiments were carried out in a low-speed wind tunnel, the working section of which has a
height of 1,000 mm, a width of 150 mm, and a length of 1,200 mm. The free-stream velocity
U was varied from 6 to 20 m/s, and the turbulent intensity was approximately 0.4% in this
velocity range. The Reynolds number based on D ranged from 1.6 x 10* to 6.3 x 10 In the
experiment, d, G, and « were systematically changed, and the surface pressure of the circular
cylinder and the vortex shedding frequency were measured. The drag and lift coefficients
were obtained by integrating the pressure distribution. The vortex shedding frequencies
behind the circular cylinder were obtained from frequency analysis of the velocity fluctuation
of an I-type hot-wire anemometer. Flow visualization was conducted using a smoke tunnel.

small rod

uppershear layer

®— stagnantregion

reattachment flow

(a) Flow visualization ( D = 40 mm. d = 2 mum. lowershear layer

- —127° - 4 ) X
G=6mm, a=121" ,Re=1.6x10) (b) Schematic of the forced reattachment phenomenon &

Fig. 1: Forced reattachment.

d
DN

u
—_

Fig. 2: Coordinate system and notation.
2 Results and Discussion

2.1 Flow Patterns

Typical flow patterns are presented in Figure 3. It shows the pressure distributions and flow
visualization photographs for several angular positions of the small rod. The open circle and
the dotted line indicate the pressure distribution of the cylinder with and without small rod
respectively. Two types of photographs, a long exposure (1 s) photograph and an
instantaneous exposure photograph, are included in Figure 3.

At o = 115°, the small rod was outside of the separated shear layer from the circular cylinder
and had little effect on the pressure distribution.

At o = 121°, the forced reattachment phenomenon occurred. The separated shear layer was
divided by the small rod, and the lower side of the shear layer reattached at the rear face of the
cylinder. In this case, the value of Cp, pressure coefficient, near the separation point at
approximately¢ = 75° was much lower than that in the pressure distribution with no rod. The
value of Cp then increased suddenly and reached a local maximum in the range of ¢ = 145° to
150° because the flow through the gap was accelerated to 1.6 times the free stream velocity
and separated under these conditions [4]. The value of Cp on the rear lower face of the
cylinder was higher than that in the case of the lone cylinder because of the stagnant region
near the rear lower side of the cylinder.
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Fig. 3: Flow pattern, pressure distribution and flow visualization photograph at different
value of a (D = 40 mm, d = 2 mm, G = 6 mm, Re = 4.2x10")

At a = 124°, the small rod was located just inside the separated shear layer. The forced
reattachment phenomenon did not occur, but the separated shear layer was elongated by the
support of the small rod. This phenomenon has been described in previous papers [1, 2]. The
value of Cp on the rear face was higher than that of the lone circular cylinder.

At o = 130°, the small rod was inside the separated shear layer and had little effect on the
pressure distribution.

The features of the flow patterns are shown in Figure 4. The drag coefficient Cp, the lift
coefficient C,, and the Strouhal number St are plotted against « in Figure 4. The Strouhal



number is defined as St = f D / U, where f is the frequency of vortex shedding from the
cylinder. Under the conditions d =2 mm and G = 6 mm, forced reattachment occurred at « =
121°. In this case, Cp and C reached their minimum and maximum recorded values in the
range o = 122° to 124°. The change in St with « was dramatic. In the range « = 90° to 110°,
vortex shedding was suppressed by the small rod. At « = 121°, the value of St decreased as a
result of forced reattachment. Just after that, at o = 124°, St increased; at this position, forced
reattachment did not occur, but the upper separated shear layer was elongated by the support
of the small rod, causing the vortex shedding frequency to increase. When « was increased
further, St took a constant value of 2.05, which is standard St value for single circular
cylinder.
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Fig. 4: Drag, lift and Strouhal number plotted against the angular position of the small rod
(D =40 mm,d=2mm, G=6mm, Re =4.2 x 104)

2.2 Effect of Rod Diameter

The forced reattachment phenomenon occurred with several small rods of different diameters.
Figure 5 shows the pressure distributions and flow visualization photographs for d = 6, 10,
and 18 mm. The open circle and the dotted line indicate the pressure distribution of the
cylinder with and without small rod respectively.

For d = 6 and 10 mm, the pressure distributions were similar and had features similar to the
case with d = 2 mm shown in Fig. 3 (b).

For d = 18 mm, the pressure distribution was different from that for d = 2, 6, and 10 mm.
From ¢ = 30° to 120°, the value of Cp was higher than that in the case of single circular
cylinder and with d = 2, 6, and 10 mm because the separated shear layer was dammed by the
small rod. Furthermore, from ¢ = —180° to —60°, the value of Cp was lower than those in the
other cases. On the basis of this pressure distribution, a reduced drag and the generation of lift
cannot be expected. In this case, the forced reattachment phenomenon occurs intermittently
intermittently [3]; that is, its occurrence is unstable.

Figure 6 shows the effect of the small rod diameter on the drag and lift coefficients. The value
of Cp was approximately 1.1 and remained almost constant from d / D = 0.04 to 0.25; over d /
D = 0.25, the value of Cp increased with increasing d / D. At d / D = 0.45, the value of Cp
was 1.6, which exceeds that of single circular cylinder. The value of C_ decreased with
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increasing d /D. At d / D = 0.45, the value of C_ was negative. These results indicate that

there is an optimal rod size for forced reattachment.
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2.3 Optimal Conditions for Forced Reattachment

Figure 7 shows the small rod positions at which the forced reattachment phenomenon occurs.
The dotted line indicates the separated shear layer obtained from the photograph of the lone
circular cylinder. The open circles show the positions and sizes of the small rod. For forced
reattachment to occur, the small rod must be located along the dotted line.

(a) d=2 mm (b)d=6 mm (c)d=10 mm
Fig. 7: Location of the small rod

To derive a formula for the angular position «, a simple analysis was performed. The
separated shear layer was assumed to lie along the line tangent to the surface of the circular
cylinder passing through the separation point, as shown in Figure 8.

Fig. 8: Analysis of optimum rod position

The forced reattachment phenomenon occurs when the center of the small rod is on this
tangent line. The angular position o was derived as function of D, d, and G based on the
separation point ¢ as

a=¢+ [, ¢=78° (1
cosfp=(D/2)/(D/2+G+d/2) 2
D=40mm,d=2-10mm,G=2-7 mm.

Figure 9 shows the experimental data and the analytical lines for « at different values of D, d,
and G. The open circles indicate the experimental conditions under which the forced
reattachment phenomenon occurred, and the dotted lines represent the values of « obtained
from Equations (1) and (2). The analytical form of o corresponds reasonably well with the
experimental data.
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Fig. 9: Optimal rod position

Conclusions

A unique flow control method, the forced reattachment method, was considered in this study.
The features of this phenomenon, the effect of the rod size, and the optimal rod size and
position were investigated. An equation that can be used to determine the conditions required
for occurrence of the forced reattachment phenomenon was successfully derived. The
equation was found to be reasonably well with the experimental data. However, if the
diameter of the rod is large, reduced drag and the generation of lift cannot be expected.
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OVLADANI PRUTOKU KOLEM KRUHOVEHO VALCE MALOU TYCI

V piedchozich studiich bylo navrzeno nékolik kontrolnich metod pro tok kolem oblého télesa.
Jednou z takovych metod je metoda nucené¢ho opétovného piifazeni, coz je typ separatniho
fizeni smykové vrstvy, ktera pouziva malou ty¢. Mala ty¢ je umisténa v optimalni poloze na
smykové vrstvé z kruhového valce, ¢imz se rozdéluje smykovou vrstvu na horni a dolni ¢ést.
Horni smykova vrstva je nesena a prodlouZzena malou ty¢i, a spodni smykova vrstva se piipoji
a prilne k zadni stran¢ vélce. Za valcem se tvoii velka stojata oblast. Tato metoda snizuje tah a
vytvaii zdvih a pomdahd fizeni toku kolem oblého télesa. AvSak fenomén nuceného
opetovného pfipojeni nastavd pouze za urcitych podminek. Cilem této studie bylo objasnit
polohu a primér tyc¢e potiebné pro nucené opétovné nasazeni.

STEUERUNG DER DURCHFLUSSMENGEN UM DIE KRESIWALZE DURCH EINE KLEINE
STANGE

In den vorangegangenen Studien wurden einige Kontrollmethoden fiir den Fluss um einen
runden Korper entworfen. Eine dieser Methoden ist die Methode der gezwungenen
wiederholten Zuordnung, was einen Typ der separaten Steuerung der Rutschschicht darstellt,
welche sich einer kleinen Stange bedient. Die kleine Stange wird in einer optimalen Position
auf der Rutschschicht aus der Kreiswalze heraus gelagert, wodurch die Rutschschicht in einen
oberen und einen unteren Teil geteilt wird. Die obere Rutschschicht wird getragen und
verldngert von der kleinen Stange, und die untere Rutschschicht schmiegt sich an die hintere
Seite der Walze an. Hinter der Walze bildet sich ein groBer stechender Bereich. Diese Methode
vermindert den Zug und schafft eine Hebung und hilft der Steuerung des Flusses um den
runden Korper herum. Aber das Phinomen der gezwungenen wiederholten Anbindung tritt
nur unter bestimmten Bedingungen ein. Ziel dieser Studie war die Klarung der Position und
des Durchschnitts der Stange, welche fiir den erzwungenen wiederholten Einsatz notwendig
ist.

KONTROLOWANIE PRZEPLY WU WOKOL OKRAGLEGO CYLINDRA PRZY POMOCY
MALEGO DRAZKA

W wyniku poprzednich badan zaproponowano kilka metod stluzacych kontroli przepltywu
wokol okragtego ciata. Jedng z takich metod jest metoda wymuszonego ponownego
przyczepienia, bedaca rodzajem oddzielonego kontrolowania warstwy $cinajace;j,
wykorzystujagca maty drazek. Maty drazek umieszczony jest w optymalnym potozeniu
w warstwie $cinajacej okraglego cylindra, w wyniku czego warstwa ta jest podzielona na
cze$¢ gorng i dolng. Gorna warstwa jest niesiona i zostaje przedtuzona przez maty drgzek
a dolna warstwa przyczepia si¢ do tylnej strony cylindra. Za cylindrem powstaje duzy obszar
stojacej cieczy. Metoda ta zmniejsza opor 1 powoduje unoszenie, pomagajagc w kontroli
przeplywu wokot okraglego ciala. Zjawisko wymuszonego ponownego przyczepienia
powstaje jednak tylko w pewnych warunkach. Celem opisywanych badan byto wyjasnienie
potozenia i $rednicy drazka niezbednych dla wymuszonego ponownego przyczepienia.
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Abstract

Ground-source heat pumps are a sustainable technology to increase the use of renewable
energy sources. In order to exploit the maximum potential of near-surface geothermal energy,
optimization concepts for borehole heat exchanger systems that combine heating and cooling
are being developed at the University of Applied Sciences Zittau/Gorlitz. The objectives of
this research are not only the reduction of primary energy consumption but also the
development of predictive models for system planning, especially with respect to the
influence of groundwater. Additionally, constructive and economic aspects of borehole heat
exchanger systems are evaluated.

Keywords

Near-surface geothermal energy; Heat pump; Borehole heat exchanger; Renewable energy;
Seasonal thermal energy storage; Groundwater flow.

Introduction

The use of near-surface geothermal energy for heating and cooling of buildings is an efficient
alternative to conventional systems. Utilizing geological subsoil as a heat source and sink
provides large potential for saving primary energy. By this, it helps to achieve ambitious
energy transition targets [1]. Together with panel heating and cooling systems, geothermal
probes are particularly suitable as underground heat exchangers. Ground-source heat pump
(GSHP) systems can unfold their maximum performance capabilities by using subsoil as
thermal storage and in case of combined heating and cooling applications. For this purpose
further research on planning methods, prediction models and practical operational concepts
are essential. Therefore, an interdisciplinary junior research group at Zittau/Gorlitz University
of Applied Sciences was established. This group consists of researchers specialized in the
fields of applied mathematics, engineering, geosciences and economics.

1 Optimization Issues of Geothermal Energy Systems

The main topic of research deals with geothermal energy supply concepts for non-residential
buildings. In addition to covering heating demand, the energy supply systems in these
buildings more and more often have to cover construction and usage-related cooling demand.
However, complex energy demand structures lead in planning practice often to uncertainties
in the design of borehole heat exchanger (BHE) fields [2]. Therefore, the optimal utilization
of natural regeneration and energy storage effects of the subsoil requires the development of
new approaches in the constructive design of the BHE field and the BHE itself. Associated
problems have to be investigated through parameter studies with the aid of high-resolution
numerical building and system simulation models. The aim is to systematize the decision-
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making process for an optimal system configuration (building and its entire technical
equipment) by model-based optimization and evaluation of multidimensional efficiency
criteria. Additional aspects are the assessment of planning models with respect to their
prediction accuracy and the evaluation of over as well as under dimensioning effects in the
constructive design of BHEs.

2 The Influence of Geology and Groundwater

The heat transport and possible thermal storage in the subsoil varies considerably, depending
on local geological and hydrogeological conditions. Hence, the influence of the prevailing
geology and groundwater situation in association with the usage of near-surface geothermal
energy is another key topic of this research project. Detailed knowledge of the thermal
properties of the subsoil is essential for a profound design of BHE systems. In this context,
the thermal conductivity and heat capacity of the rock layers as well as natural underground
temperature belong to the most important properties that are highly location-dependent.
Unfortunately, hydrogeological factors, especially convective heat transport induced by
groundwater flow, are often neglected during system dimensioning. The reason for this is that
currently no well-engineered application-oriented planning guide exists for this specific
problem. In addition, generation of costly and time-consuming numerical groundwater flow
models are often not justified in planning practice [3, 4]. However, especially when the
geological subsoil is used as a seasonal thermal storage by combined heating and cooling
applications, the groundwater flow induces convection that influences the system performance
negatively. The ignorance of groundwater flow may lead to under dimensioning of BHE
fields. Contrary to that, groundwater flow can increase the performance of solo heating
applications. The utilization of the subsoil rock for thermal storage can increase the efficiency
of ground-source heat pump systems. Therefore, considerations of hydrogeological factors in
the development of planning and design tools are inevitable.

The above-mentioned questions are being answered within the framework of thermo-
hydraulic modelling at Zittau/Gorlitz University of Applied Sciences. The permeability
coefficient (ks -value) and the effective porosity of relevant rock layers as well as the
hydraulic gradient of groundwater belong to the hydraulic aquifer properties in the centre of
attraction [3]. These hydrogeological parameters have to be systematized with respect to their
influence on the heat transport and its consequences for the overall system dimensioning.
Based on this, simplifications can be derived for perspective developments of new approaches
in dimensioning of BHE fields.

3 BHE Test Bench for Experimental Investigations

In order to validate the model through experimental investigation a test bench equipped with
extensive measurement technology is available (Fig. 1). The system consists of three BHES of
type PE-Xa 32 mm double-U with different depths arranged in triangular form. Heating
operation can be realized by means of a built-in compression chiller. On the other hand,
simulation of the cooling operation, as well as feeding of solar thermal energy, can be realized
with the help of a gas-condensing boiler. All main components as well as integrated thermal
buffer storage are connected to each other via a comprehensive hydraulic system (Fig. 2). All
BHEs, including the control probe at the centre, have a full-length fieldbus sensor system to
measure the temperature every meter in depth.

The system design allows operations of single or multiple BHEs with individually adjustable
flow rates and defined heating or cooling power (heating power: max. 132 kW, cooling
power: max. 45 kW, circulation pump: max. 12.6 m3/h). The operating range of the test bench
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goes from -10 °C to +90 °C in order to map operating points of commercially available heat
pump systems adequately.

In addition to sophisticated model validation, the test bench is used for determining the
location-dependent storage utilization rate depending on borehole depth [5]. By doing so, the
influence of groundwater convection on thermal storage process can also be analysed.

4 Constructive Issues of BHESs

The analysis of constructive and material-technical issues of BHEs represents another
important topic. Here, mechanically, thermally and chemically induced damages on
geothermal probes are under investigation. BHE installation mistakes are a frequent cause of
mechanical damage. Structural damage in the grout material caused by intensive and rapid
frost-thaw cycles is one of the reasons for thermally induced damage. As a possible
consequence, undesired annular gaps between grout and probe may form. If a damaged
segment of borehole backfilling is located in the depth of aquifers, this is critical with regard
to the system tightness, demanded by the authorities. The same is true in case of chemical
decompositions of the grout caused by unsuitable materials in corrosive underground
conditions. Without the presence of groundwater, the cavities or defects within the grout act
as a thermal insulation, which leads to a reduction in the BHE performance. Therefore, the
objectives of research are to analyze possible damages caused by means of multiphysical
simulations and to derive recommendations for reduction of risk of damage.
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Conclusion

The junior research group in the ESF-funded research project ,,Thermal storage process
around borehole heat exchanger for heating and cooling of buildings with heat pumps*
provides the opportunity to examine the complex topics of near-surface geothermal energy in
multidisciplinary manner at Zittau/Gorlitz University of Applied Sciences. With reference to
the increasing demand of energy supply in buildings using heat pumps, an application-
oriented contribution to the planning practice can be realized.
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EFEKTIVNI KONCEPTY NA TOPENI A CHLAZENI POMOCI GEOTERMALNICH SOND

Na pozadi stanoveni energeticko-politickych cila predstavuji tepelna Cerpadla spojena se zemi
slibnou technologii na zasobovani budov termickou energii. Na odkryti nevyuzivanych
potenciali v povrchni geotermii jsou proto na Vysoké Skole Zittau/Gorlitz vyvijeny
optimalizac¢ni koncepty na zafizeni geotermalnich sond v kombinovaném topném a chladicim
provozu. Hlavni zaméfeni vyzkumu nalezi Uspofe primarni energie, jakoz i zlepSeni
prediktivnich modelt pro ndvrh zafizeni, zvlast€¢ s ohledem na vliv podzemnich vod.
Pfedmétem studie jsou také konstrukéni a ekonomické aspekty systémi geotermalnich sond.

EFFIZIENTE HEIZ- UND KUHLKONZEPTE MIT ERDWARMESONDEN

Vor dem Hintergrund energiepolitischer Zielstellungen [1] sind erdgekoppelte Warmepumpen
eine zukunftsfahige Technologie fiir die thermische Gebaudeenergieversorgung. Zur
ErschlieBung von ungenutzten Potenzialen in der oberflichennahen Geothermie werden daher
an der Hochschule Zittau/Gorlitz Optimierungskonzepte fir Erdwidrmesondenanlagen im
kombinierten Heiz- und Kiihlbetrieb entwickelt. Hierbei steht die Einsparung von
Primérenergie ebenso wie die Verbesserung von Vorhersagemodellen zur Anlagenauslegung,
insbesondere unter Berlicksichtigung von Grundwassereinfluss, im Fokus der Forschung.
Untersuchungsgegenstand sind dariiber hinaus konstruktive und wirtschaftliche Aspekte von
Erdwiarmesondenanlagen.

EFEKTYWNE KONCEPCJE OGRZEWANIA I CHLODZENIA PRZY POMOCY SOND
GEOTERMALNYCH

W odniesieniu do celéw okreSlonych w zakresie polityki energetycznej pompy cieplne
polaczone z ziemig stanowig obiecujaca technologie stuzaca do zasilania budynkéw energia
cieplng. W celu zbadania niewykorzystanego potencjalu geotermii powierzchniowej w Szkole
Wyzsze) Zittau/Gorlitz opracowywane sg koncepcje optymalizujgce urzadzenia sond
geotermalnych pracujacych w trybie ogrzewania i chlodzenia. Badania skupiaja si¢ gtownie
na oszczednosci energii pierwotnej a takze udoskonaleniu modeli prognostycznych w celu
zaprojektowania urzadzen, ze szczegdlnym uwzglednieniem wptywu wod podziemnych.
Przedmiotem badan sg takze aspekty konstrukcyjne 1 ekonomiczne systemow sond
geotermalnych.
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